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Here we propose a method of construction of the second order approximation of the ground state energy for a class of model Hamiltonians with linear type interaction with respect to Bose operators in the strong coupling case. For the application of the above-mentioned method we have considered polaron model and proposed a set of nonlinear differential equations for the ground state energy calculation in the strong coupling case. We have considered also the radially symmetrical case.

1. Introduction

Here we shall construct the second order approximation for problem of optical polaron in the strong coupling case. Finally we shall construct from this theory a set of nonlinear differential equations which solution can be obtained by numerical calculation. We specially consider also spherically symmetric case.

Polaron theory is the simplest application of quantum field theory to solid state physics but it nevertheless reflects many typical properties of quantum particle interacting with quantum field. Therefore the results derived from the polaron theory are of interest for many related regions of physics. As an example one can note the theory of mobility of ions injected into liquid helium.

The question of the possible existence of polaron states distinct from the ground state is basic as to the study of processes related to excitations in polar media, namely photo excitation of $F$-centers and other lattice defects [1].

At present the problem of excited polaron states besides being of theoretical interest is gaining attention because of the problem of electron transfer excitations in a broad variety of condensed media (solutions of biomolecules, organic semiconductors, etc. [2]).

Considering moving particle interacting with quantum field it is usual to consider the Hamiltonian of the type $\hat{H} = \hat{H}_a + \hat{H}_\Sigma + \hat{H}_{int}$, where $\hat{H}_a$ is the energy of the particle, $\hat{H}_\Sigma$ - the energy of quantum field and $\hat{H}_{int}$ - the interaction energy. As usually in order to deal with discrete spectrum only the whole system is considered in some finite space $V$ (volume) for instance in a cube $V = L^3$ and some periodical boundary conditions are imposed.
Of course one always has in mind limiting passage $V \to \infty$ leading to continuous spectrum.

If considered quantum field can be represented as a set of noninteracting oscillators, then

$$H_\Sigma = \frac{1}{2} \sum_{\{j\}} \hbar \omega_j (b_j^+ b_j^+ + b_j^+ b_j),$$

where $\omega_j$ are frequencies of oscillators and $b_j^+, b_j$ are quantum amplitudes with usual commutation relations which correspond to Bose-statistics.

Often the interaction energy is represented by the expression which is spatially uniform and linear dependent on a quantum field function, for example

$$H_{\text{int}} = \int dr' K(r - r') \Psi(r') + \int dr' K^*(r - r') \bar{\Psi}(r').$$

Expanding $\Psi(r)$ as usually adopted in the secondary quantization formalism

$$\Psi(r) = \sum_{\{j\}} b_j e^{i(f r)} \sqrt{V},$$

we get the following expression

$$H_{\text{int}} = \sum_{\{j\}} \left\{ U_j e^{i(f r)} b_j + U_j^* e^{-i(f r)} b_j^+ \right\}$$

in which magnitude $U_j, U_j^*$ are proportional to $1/\sqrt{V}$.

Here we use typical expressions for $H_i, H_\Sigma, H_{\text{int}}$. So we can write our Hamiltonian in the form

$$H = \frac{p^2}{2m} + \frac{1}{2} \sum_{\{j\}} \hbar \omega_j (b_j^+ b_j^+ + b_j^+ b_j) + \sum_{\{j\}} \left\{ U_j e^{i(f r)} b_j + U_j^* e^{-i(f r)} b_j^+ \right\}, \tag{1}$$

This Hamiltonian is considered in many different physical applications (for historical reasons mainly). It is possible to mention for instance about a problem of moving particle of admixture in helium II [3-5] or about moving electron in semiconductor [6, 7] or about interaction of a nucleon with scalar meson field in the nonrelativistic approximation. Hamiltonians of more complicated form are investigated also in nonrelativistic theories of interaction of electron with electromagnetic field, nucleon with pseudoscalar and vector meson field and interaction of radiation with matter [8-10].

We notice that although such a Hamiltonian is one of the simplest in the problems of interaction of a particle with a quantum field the exact solution to the correspondent wave equation is impossible, therefore it is necessary to use approximate methods of perturbation series. The scheme of perturbation theory for the weak interaction case when $H_{\text{int}}$ is a small perturbation term and $H_i, H_\Sigma$ are the main terms is well known. However in some problems the field-particle coupling is not small. One can point to some cases of strong coupling when $H_{\text{int}}$ is proportional to a large parameter as well as to mathematically similar case of “adiabatic coupling” when the small term is the kinetic energy of the field as it is in the case of electron moving in ion crystal [6, 7].
We notice that some problems where kinetic energy can be considered as a small perturbation term have been considered by means of perturbation method. We can mention the problem nucleus movement influence on energy levels of electron spectrum in metal [11] for example. However in all these resolved problems the absence of translational degeneracy is essential. In our case of particle-field interaction translational degeneracy always exists because the Hamiltonian (1) is invariant with respect to translational group

\[ \mathbf{r} \rightarrow \mathbf{r} + \mathbf{\alpha}, \quad \mathbf{\alpha} = \text{const}, \quad b_f \rightarrow b_f e^{-i(f r)}, \quad b_f^+ \rightarrow b_f^+ e^{i(f r)}. \]

Because of this degeneracy the well-known method of adiabatic approximation turns out to be not accessible here and so it is necessary to construct new special (peculiar) form of the perturbation theory. A new scheme of perturbation theory was elaborated by N.N. Bogolubov [12]. Recently many interesting results were obtained by Lakhno and co-workers also within frames of adiabatic theory in the case of a polar medium when the particle-field strong coupling approximation can be applied [14]. For spherically symmetric case they have constructed a system of nonlinear differential equations and also got in piezoelectric medium a nonlinear Schrödinger equation with a cubic nonlinearity like

\[ y'' + \frac{2}{x} y' + y^3 - y = 0, \quad y'(0) = y(\infty) = 0. \]

This equation has been analysed in [13].

Here in this article we are going to construct the second order approximation for problems of optical polaron in the strong coupling case. We start with some ideas given by N.N. Bogolubov in [14].

2. Approximation by variational principle. Polaron at rest.

In this article we shall consider the Hamiltonian

\[ H = \frac{P^2}{2m} + \frac{1}{\sqrt{V}} \sum_{(f)} U_f (b_f e^{i f x} + b_f^+ e^{-i f x}) + \sum_{(f)} \omega_f b_f^+ b_f. \]  

(2)

Here

\[ f = \mathbf{f} = \left( \frac{2\pi n_1}{L}, \frac{2\pi n_2}{L}, \frac{2\pi n_3}{L} \right), \]

\[ n - \text{ integers}, \quad L^3 = V, \quad x = \mathbf{r}, \quad P = -i \frac{\partial}{\partial x}, \quad \omega_f \] and \( U_f \) are supposed to be radially symmetric with respect to \( f \): \( U_f = U_f |_1, \quad \omega_f = \omega_f |_1; \quad b_f, \quad b_f^+ \) - Bose amplitudes.

State vector \( \Phi \) corresponding to the lowest energy is defined by

\[ \langle \Phi^* H \Phi \rangle = \min = \varepsilon, \quad \langle \Phi^* \Phi \rangle = 1. \]

(3)

To obtain an approximation we shall now construct the trial state vectors to insert them into relation (2). Put

\[ b_f = c_f + a_f, \quad b_f^+ = c_f^* + a_f^+, \]

(4)
where \( c_f, c_f^* \) are c-numbers and \( a_f, a_f^+ \) - Bose amplitudes. Let’s introduce vacuum state vector \( \Phi_v \) for \( a_f, a_f^+ \) operators:

\[
\langle \Phi_v^* \Phi_v \rangle = 1, \quad a_f \Phi_v = 0, \quad \Phi_v^* a_f^+ = 0
\]

and define trial state vector \( \Phi \):

\[
\Phi = \varphi(x) \Phi_v, \quad \int dx \varphi^*(x) \varphi(x) = 1.
\]

Here function \( \varphi(x) \) and c-numbers \( c_f \) are to be determined by the variational principle:

\[
\Lambda(\varphi; \ldots c_f \ldots) = \text{min},
\]

where

\[
\Lambda(\varphi; \ldots c_f \ldots) = \int dx \langle \Phi_v^* \varphi^*(x) H \varphi(x) \Phi_v \rangle
\]

and therefore

\[
\Lambda = \int dx \varphi^*(x) \left\{ \frac{P^2}{2m} + \frac{1}{\sqrt{V}} \sum_{(j)} U_f (c_f e^{iLx} + c^* e^{-iLx}) + \sum_{(j)} \omega_f c_f^* c_f \right\} \varphi(x).
\]

Because of the minimal property of \( \Lambda \) with respect to \( c_f \) we have

\[
\frac{\partial \Lambda}{\partial c_f} = 0, \quad \frac{\partial \Lambda}{\partial c_f^*} = 0
\]

and therefore

\[
c_f^* = -\frac{U_f}{\omega_f \sqrt{V}} \int dx \varphi^*(x) \varphi(x) e^{iLx} = c_f^*(\varphi),
\]

\[
c_f = -\frac{U_f^*}{\omega_f \sqrt{V}} \int dx \varphi^*(x) \varphi(x) e^{-iLx} = c_f(\varphi).
\]

We see from equation (7) that the expression

\[
\Lambda(\varphi) = \Lambda(\varphi; c_f(\varphi) \ldots c_f^*(\varphi) \ldots)
\]

must have the minimal property with respect to \( \varphi(x) \) and thus:

\[
\delta_\varphi \Lambda(\varphi) = 0.
\]

So we have

\[
\Lambda(\varphi) = \int dx \varphi^*(x) \left\{ \frac{P^2}{2m} + U(x; \varphi) \right\} \varphi(x),
\]

where

\[
U(x; \varphi) = \frac{1}{\sqrt{V}} \sum_{(j)} U_f (c_f(\varphi) e^{iLx} + c^*(\varphi) e^{-iLx}) + \sum_{(j)} \omega_f c_f^* (\varphi) c_f(\varphi).
\]
From equation (8) it follows that:
\[
\int dx \varphi^*(x) \{ \delta U(x; \varphi) \} \varphi(x) = 0
\]
and we have from equation (9)
\[
\delta \varphi \Lambda(\varphi) = \int dx \left( \delta \varphi^*(x) \right) \left\{ \frac{P^2}{2m} + U(x; \varphi) \right\} \varphi(x) + \\
\int dx \varphi^*(x) \left( \frac{P^2}{2m} + U(x; \varphi) \right) (\delta \varphi(x)) = 0.
\]
Here
\[
\int dx (\delta \varphi^*(x)) \varphi(x) + \int dx \varphi^*(x) (\delta \varphi(x)) = 0.
\]
Therefore:
\[
\left\{ \frac{P^2}{2m} + U(x; \varphi) \right\} \varphi(x) = E \varphi(x).
\]
As it follows from equation (10) that \( E = \Lambda(\varphi) \). Hence in order to satisfy the minimal principle \( \Lambda(\varphi) = \min \) we must find the solution to equation (12) for which \( E = E_0 \) is minimal. Because of our particular choice for the trial state vectors (6) it is clear that \( E_0 \geq E \).

It is to be noted that the equation (12) had been obtained at one time by Landau and Pekar in a different way as well as the expression for the mass of a moving polaron. In the paper [12] engaging the adiabatic approximation these results were derived as a first approximation. Remark also that
\[
E_0 = \min_\varphi \Lambda(\varphi) = \min_\varphi \min_\varphi \Lambda(\varphi; \ldots); \ldots \leq \min_\varphi \Lambda(\varphi; \ldots 0 \ldots)
\]
\[
= \min_\varphi \int dx \varphi^* \left( \frac{P^2}{2m} \right) \varphi(x) = 0,
\]
thus \( E \leq E_0 \leq 0 \).

Suppose now that the equation (12) has such a solution \( \varphi = \varphi_0(x) \), \( E = E_0 \) so that on associated linear equation
\[
\left\{ \frac{P^2}{2m} + U(x; \varphi_0) \right\} \varphi(x) = E \varphi(x)
\]
has for \( E = E_0 \) the unique (apart from the arbitrary constant multiplier) solution \( \varphi = \varphi_0 \). So for all other eigenvalues of equation (14) one has \( E_n > E_0 \). Since from equation (11) it follows that \( U^*(x, \varphi) = U(x, \varphi) \) we can take \( \varphi_0 \) to be real. Let’s further remark that
\[
U(x, \varphi) = -\frac{2}{V} \sum_{(f)} \frac{U_f^2}{\omega_f} \left\{ \int dx e^{-i(f \cdot x)} \varphi^*(x) \varphi(x) \right\} e^{i(f \cdot x)}
\]
\[
+ \frac{1}{V} \sum_{(f)} \frac{U_f^2}{\omega_f} \left\| \int dx e^{-i(f \cdot x)} \varphi^*(x) \varphi(x) \right\|^2.
\]
and hence

\[
    U(x, \varphi) = -\int dy \, K(x - y) \varphi^*(y) \varphi(y) \\
    + \frac{1}{2} \int dx dy \, K(x - y) \varphi^*(x) \varphi(x) \varphi^*(y) \varphi(y),
\]

where

\[
    K(x) = \frac{2}{V} \sum_{(j)} \frac{U^2_j \epsilon^3}{\omega_j} = \frac{2}{(2\pi)^3} \int df \frac{U^2_j \epsilon^3}{\omega_j} f(j|x). 
\]

Since \( U^2_j / \omega_j \) is radially symmetrical with respect to \( f \) the expression is a radially symmetrical function of \( x \): \( K(x) = K(|x|) \). Therefore if \( \varphi(x) \) is radially symmetrical, then \( U(x, \varphi) \) also possesses this property. Thus in the considered situation the operator

\[
    \frac{p^2}{2m} + U(x, \varphi)
\]

conserves the property of radial symmetry. Hence we may consider the radially symmetrical solutions to equation (12). We suppose that one of them, \( \varphi_0(x) \), corresponds to the lowest possible value of energy \( E_0 \). It is to be stressed that if \( \varphi(x) \) is a solution to the equation (12) then \( \varphi(x + \zeta) \) will also satisfy this equation for arbitrary constant \( \zeta \). Such translation may be considered as a translation of coordinate system in \( (x) \)-space by fixing the zero-point anywhere in space. We thus see that we are in the degeneracy situation and so our averages computed by means of \( \varphi_0(x) \) are what is called the quasianalyses. Let’s fix somehow the zero point origin of the coordinate system, then \( \varphi_0(x) = f(|x|) \) is completely determined and so \( U(x, \varphi_0) = U(|x|) \). Therefore the linear equation (14)

\[
    \left\{ \frac{p^2}{2m} + U(|x|) \right\} \varphi(x) = E \varphi(x)
\]

is no more translationally invariant and we may suppose that its solution \( E = E_0 \) is unique, apart from the arbitrary constant multiplier for \( \Psi(x) \).

Then we consider the adiabatic approximation. We choose here that

\[
    U_f = \frac{\varepsilon}{\sqrt{2}} A_f, \quad \omega_f = \varepsilon^2 \nu_f,
\]

where \( \varepsilon \) is a small parameter. Our Hamiltonian (2) takes the form

\[
    H = \frac{p^2}{2m} + \frac{\varepsilon}{V} \sum_{(j)} \frac{A_j^2}{\sqrt{2}} (b^*_j e^{i\epsilon x} + b^*_j e^{-i\epsilon x}) + \varepsilon^2 \sum_{(j)} \nu_f b^*_j b_j.
\]

Let’s introduce like previously in equation (4) new Bose amplitudes

\[
    b_j = c_j + a_j, \quad c_j = \frac{U_f}{\varepsilon}, \quad U_f = \frac{A_f}{\sqrt{2} \nu_f} \int dx \, e^{-i\epsilon x} \varphi_0^2(x),
\]
where \( \varphi_0(x) \) is the same function as in equation (13). Then

\[
H = \Gamma + \varepsilon \left\{ \frac{1}{\sqrt{2V}} \sum_{(f)} A_f (a_f^+ e^{ifz} + a_f^- e^{-ifz}) \right\} + \varepsilon^2 \sum_{(f)} \nu_f a_f^+ a_f,
\]

where

\[
\Gamma = \frac{P^2}{2m} + U(x, \varphi_0).
\]

The first order approximation Hamiltonian may be obtained by dropping the terms of the order \( \varepsilon, \varepsilon^2 \). In this approximation we have the same equation which was obtained in equation (3) by using the variational principle. Here \( \Phi = \varphi_0(x) \Phi_v \). Because \( a_f^+ a_f \Phi_v = 0 \) we see that we also may take as the first order approximation for the Hamiltonian the following expression:

\[
H_0 = \Gamma + \varepsilon^2 \sum_{(f)} \nu_f a_f^+ a_f = \Gamma + \sum_{(f)} \omega_f a_f^+ a_f. \quad (16)
\]

The inclusion of the \( \varepsilon^2 \) order term into this Hamiltonian clearly does not change the result

\[
\Phi = \varphi_0(x) \Phi_v, \quad H_0 \varphi_0(x) \Phi_v = E_0 \varphi_0(x) \Phi_v.
\]

Let us consider the second approximation. Let’s write

\[
H = H_0 + \varepsilon H_1
\]

\[
H_0 = \Gamma + \sum_{(f)} \omega_f a_f^+ a_f,
\]

\[
H_1 = \sum_{(f)} \nu_f (U_f^+ a_f + U_f a_f^+) + \frac{1}{\sqrt{V}} \sum_{(f)} \frac{A_f}{\sqrt{2}} (a_f e^{ifz} + a_f^+ e^{-ifz})
\]

and insert into the equation for the state vector \( H \Phi = E \Phi \) the expansion

\[
\Phi = \Phi_0 + \varepsilon \Phi_1 + \varepsilon^2 \Phi_2 + \ldots,
\]

\[
\Phi_0 = \varphi_0(x) \Phi_v,
\]

\[
E = E_0 + \varepsilon \Delta_1 + \varepsilon^2 \Delta_2 + \ldots
\]

Therefore

\[
(H_0 + \varepsilon H_1)(\Phi_0 + \varepsilon \Phi_1 + \varepsilon^2 \Phi_2 + \ldots) =
\]

\[
(E_0 + \varepsilon \Delta_1 + \varepsilon^2 \Delta_2 + \ldots)(\Phi_0 + \varepsilon \Phi_1 + \varepsilon^2 \Phi_2 + \ldots)
\]

To satisfy this equation we take

\[
(H_0 - E_0) \Phi_0 = 0,
\]

\[
(H_0 - E_0) \Phi_1 = \Delta_1 \Phi_0 - H_1 \Phi_0,
\]

\[
(H_0 - E_0) \Phi_2 = \Delta_2 \Phi_0 + \Delta_1 \Phi_1 - H_1 \Phi_1.
\]

Let us observe that by virtue of equations (4), (10)

\[
\int dx \, \varphi_0(x) H_1 \varphi_0(x) = 0. \quad (17)
\]
Hence \( \langle \Phi_0^* H_1 \Phi_0 \rangle = 0 \) or
\[
\langle \Phi_0^* (H_0 - E_0) \Phi_0 \rangle = \Delta_1 - \langle \Phi_0 H_1 \Phi_0 \rangle = 0.
\]
We thus have
\[
\Delta_1 = 0, \quad (H_0 - E_0) \Phi_0 = -H_1 \Phi_0,
\]
that is:
\[
(\Gamma - E_0 + \sum_{(f)} \omega_f a_f^+ a_f ) \Phi_1 = -H_1 \Phi_0 =
\]
\[
-\frac{1}{\sqrt{2V}} \sum_{(f)} A_f a_f e^{-i\alpha x} \varphi_0(x) \Phi_0 + \sum_{(f)} \nu_f U_f a_f^+ \varphi_0(x) \Phi_0.
\]
Let us now expand \( \Phi_1 \) in Fourier series of eigenfunctions
\[
(\Gamma - E_n) \varphi_n(x) = 0, \quad n \geq 0,
\]
\[
\int dx \varphi_n^* (x) \varphi_m(x) = \begin{cases} 1, & n = m, \\ 0, & n \neq m. \end{cases}
\]
Noting that according to equation (17)
\[
\int dx \varphi_0(x) H_1 \Phi_0 = 0,
\]
we obtain
\[
\Phi_1 = -\frac{1}{\sqrt{2V}} \sum_{n>0} \varphi_n(x) \sum_{(f)} A_f \int dx \frac{e^{-i\alpha x} \varphi_0(x)}{E_n - E_0 + \omega_f} a_f^+ \Phi_0.
\]
Further we have \((H - E_0) \Phi_2 = \Delta_2 \Phi_0 - H_1 \Phi_1\). But \( \langle \Phi_0^* (H_0 - E_0) \Phi_2 \rangle = 0 \) and it follows that \( \Delta_2 = \langle \Phi_0^* H_1 \Phi_1 \rangle \). Remark now that by virtue of equation (18)
\[
\int dx \varphi_1(x) \sum_{(f)} (\nu_f U_f a_f^+ + \nu_f U_f^* a_f^0) \varphi_n(x) = 0.
\]
Therefore
\[
\Delta_2 = -\frac{1}{2V} \sum_{n>0} \sum_{(f)} \int dx e^{-i\alpha x} \varphi_n^* (x) \varphi_0(x) \frac{|\int dx e^{i\alpha x} \varphi_0(x)|^2}{E_n - E_0 + \omega_f}. \quad (19)
\]

3. Second approximation for optical polaron problem in the strong coupling case

Being based on the discussed adiabatic approximation for the Hamiltonian (2) we construct the second order approximation for the ground state energy \( \mathcal{E} = E_0 + \varepsilon^2 \Delta_2 + O(\varepsilon^4) + \ldots \), where we can rewrite equation (19) as
\[
\Delta_2 = -\frac{1}{2V} \sum_{n>0} \sum_{(f)} A_f^2 \int dx dx' e^{i\alpha (x-x')} \Phi_0^* (x) \Phi_0 (x') \Phi_0^* (x') \frac{\Phi_0^* (x) \Phi_0 (x')}{E_n - E_0 + \varepsilon^2 \nu_f}. \quad (19a)
\]
Here functions \( \Phi_0, \Phi_n \) satisfy the equation
\[
\Gamma \Phi_n = E_n \Phi_n, \quad n \geq 0 \quad (19b)
\]
and the Hamiltonian $\Gamma$ according to equations (14), (15) has the form

$$\Gamma = -\frac{\Delta_j}{2m} - \frac{1}{V} \sum_{(j)} \frac{A_j^2}{\nu_j} \int dx' e^{i\beta(x-x')} \Phi_0'(x') \Phi_0(x) \tag{20}$$

$$+ \frac{1}{2V} \sum_{(j)} \frac{A_j^2}{\nu_j} \int dx dx' e^{i\beta(x-x')} |\Phi_0(x)\Phi_0(x')|^2.$$

The subject of this work is to calculate the ground state energy $E$ in the case of strong coupling for optical polaron when parameters $A_j$ and $\nu_j$ have the form $A_j = A/|f|$, $\nu_j = \nu$. We notice that in some works [15,16]

$$\frac{H}{\omega} = -\Delta_y + \left(\frac{4\pi \alpha}{\Omega}\right)^{1/2} \sum_{(q)} \frac{1}{q} (b_q e^{i\phi} + b^*_q e^{-i\phi}) + \sum_{(q)} b^*_q b_q. \tag{21}$$

It’s easy to see that the Hamiltonian (16) can be reduced to the form (21) if we change variables

$$y = x/\zeta, \quad V = \Omega \zeta^3, \quad f = q/\zeta, \quad \zeta = \zeta_0 = \frac{4\pi \nu}{A^2 m}$$

and introduce notations

$$\omega = \varepsilon^2 \nu, \quad \alpha = \frac{A^2}{4\pi \varepsilon \nu} \left(\frac{m}{2\nu}\right)^{1/2} = (2m \zeta_0^2 \omega)^{1/2}.$$  

Performing in equation (20) summation over $f$

$$\frac{1}{V} \sum_{(f)} e^{i\beta(x-x')} |f|^2 = \frac{1}{(2\pi)^2} \int df' \frac{e^{i\beta(x-x')}}{|f|^2} = \frac{1}{4\pi |x-x'|} \tag{22}$$

we have

$$\Gamma = -\frac{\Delta_j}{2m} - \frac{A^2}{4\pi \varepsilon \nu} \int dx' \frac{|\Phi_0(x')|^2}{|x-x'|} + \frac{A^2}{8\pi \nu} \int dx dx' \frac{|\Phi_0(x)\Phi_0(x')|^2}{|x-x'|}.$$

Multiply equation (19 b) by $\Phi_n(x)$ and $\Phi_0(x)$ and integrate over $dx$. So we can get for $n = 0$

$$-\frac{1}{2m} \int dx \Phi_0(x) \Delta_x \Phi_0(x) - \frac{A^2}{8\pi \nu} \int dx dx' \frac{|\Phi_0(x)\Phi_0(x')|^2}{|x-x'|} = E_0. \tag{23}$$

Let’s take scaling transformation with dimensionless parameter $\zeta$

$$x \rightarrow y = \frac{x}{\zeta}, \quad \Phi_n(x) \rightarrow \Theta^n_\zeta(y) = \zeta^{3/2} \Phi_n(\zeta y). \tag{24}$$

Then

$$\Gamma_\zeta = -\frac{\Delta_y}{2m} \zeta^2 - \frac{A^2}{4\pi \zeta} \int dy' \frac{|\Theta^n_\zeta(y')|^2}{|y-y'|} + \frac{A^2}{8\pi \nu \zeta} \int dy dy' \frac{|\Theta^n_\zeta(y)\Theta^n_\zeta(y')|^2}{|y-y'|}.$$
where eigenfunctions $\Theta_n^\zeta(y)$ satisfy the equation
\[ \Gamma^\zeta \Theta_n^\zeta(y) = E_n \Theta_n^\zeta(y) \] (25)
with normalization condition $\int dy \left| \Theta_n^\zeta(y) \right|^2 = 1$. Multiply equation (25) by $\Theta_n^\zeta(y), \Theta_0^\zeta(y)$ and integrate over $y$ then put $n = 0$. So we get $E_0 = \int dy \Theta_0^\zeta(y) \Gamma^\zeta \Theta_0^\zeta(y)$. Starting from obvious equations
\[ \frac{\partial E_0}{\partial \zeta} = 0, \quad \int dy \Theta_n^\zeta(y) \frac{\partial}{\partial \zeta} \Theta_n^\zeta(y) = 0 \]
we get
\[ \int dy \Theta_n^\zeta(y) \left( \frac{\partial}{\partial \zeta} \Gamma^\zeta \right) \Theta_n^\zeta(y) = 0 \]
and after differentiation we have
\[ \frac{1}{m \zeta} \int dy \Theta_0^\zeta(y) \Delta_y \Theta_0^\zeta(y) + \frac{A^2}{8 \pi \nu \zeta^2} \int dy dy' \frac{\left| \Theta_0^\zeta(y) \Theta_0^\zeta(y') \right|^2}{|y - y'|} = 0. \] (26)
From the other hand from equation (23) after transformation (24) it follows that
\[ -\frac{1}{2m \zeta^2} \int dy \Theta_0^\zeta(y) \Delta_y \Theta_0^\zeta(y) - \frac{A^2}{8 \pi \nu \zeta} \int dy dy' \frac{\left| \Theta_0^\zeta(y) \Theta_0^\zeta(y') \right|^2}{|y - y'|} = E_0 \] (27)
and finally from equation (26) and equation (27) we find the integral
\[ \frac{A^2}{8 \pi \nu \zeta} \int dy dy' \frac{\left| \Theta_0^\zeta(y) \Theta_0^\zeta(y') \right|^2}{|y - y'|} = -2 E_0. \]
It is convenient to put the parameter $\zeta$ to be equal
\[ \zeta = \zeta_0 = \frac{4 \pi \nu}{A^2 m}, \quad \Theta_n^\zeta(y) \big|_{\zeta = \zeta_0} = \Psi_n(y) \] (28)
and introduce a dimensionless one
\[ \alpha = \frac{A^2}{4 \pi \nu} \left( \frac{m}{2 \nu} \right)^{1/2} = (\epsilon^2 2m \zeta_0^2)^{-1/2}. \] (29)
Then from equation (25) for $n = 0$ we have that $\Psi_0(y)$ is an eigenfunction of equation
\[ \left\{ -\Delta_y - 2 \int dy' \frac{\left| \Psi(y') \right|^2}{|y - y'|} - \lambda \right\} \Psi(y) = 0 \] (30)
corresponding to eigenvalue $\lambda_0$ which is equal to
\[ \lambda_0 = 6m \zeta_0^2 E_0 = 3 \frac{E_0}{\epsilon^2 \nu} \alpha^{-2}. \] (31)
It is the minimum eigenvalue of equation (30). For $n > 0$ from equation (30)
\[ \left\{ -\Delta_y - 2 \int dy' \frac{\left| \Psi_0(y') \right|^2}{|y - y'|} - \lambda_0 + \alpha^{-2} \right\} \Psi_n(y) = \lambda_n \Psi_n(y), \] (32)
where an eigenvalue $\lambda_n$ is connected with $E_n$ by the expression

$$
\lambda_n = 2m\zeta_0^2(E_n - E_0) + \alpha^2, \quad n > 0.\tag{33}
$$

Then let’s apply successively equations (20), (22), (24), (28), (29), (33) to equation (19a). After transformations we can get

$$
\Delta_2 = -\nu I(\alpha),\tag{34}
$$

where

$$
I(\alpha) = \int \! dy dy' \frac{Q(y, y')}{|y - y'|} \Psi(y)\Psi^*(y'),
$$

and

$$
Q(y, y') = \sum_{n > 0} \frac{\Psi_n(y)\Psi_n^*(y')}{\lambda_n}.\tag{36}
$$

So according to equation (29) $\alpha^{-1} = O(\varepsilon)$ together with equations (31), (34) we have

$$
\mathcal{E} = \varepsilon^2 \nu \left\{ \frac{\lambda_0}{3}\alpha^2 - I(\alpha) + O(\alpha^{-2}) \right\}.\tag{37}
$$

Thus equations (30), (32), (34), (35) form closed way which permits us to calculate the second order approximation to the energy of optical polaron in the limit of strong coupling.

Then we can simplify the problem by introducing the spherical coordinates $y = (r, \Theta, \varphi)$ and eliminating angle variables. So $\Psi_0(y)$ becomes a spherically symmetric function $\Psi_0(y) = \Psi_0(r)$. So we can fulfilled integration over angle variables $\Theta, \varphi$ in the left-hand side of equation (30) and equation (32). Thus

$$
\int \! dy \frac{|\Psi(y')|^2}{|y - y'|} = \frac{q(r)}{r},
$$

where

$$
q(r) = 1 - 4\pi \int_r^\infty \! dr' \left( 1 - \frac{r}{r'} \right) r'^2 \Psi^2(r').\tag{38}
$$

It’s easy to see that $q(r)$ is a monotonically increasing function with domain $[0, 1)$:

$$
q(0) = 0, \quad \lim_{r \to \infty} q(r) = 1.\tag{39}
$$

Let’s introduce the function $\rho(r) = 2\sqrt{\pi} r \Psi(r)$, satisfying the boundary and normalization conditions

$$
\rho(0) = 0; \quad \lim_{r \to \infty} \rho(r) = 0, \quad \int_0^\infty \! dr \rho^2(r) = 1.\tag{40}
$$

In accordance with equations (30), (32), (38) the function $\rho(r)$ matches the system of equations

$$
\begin{cases}
\rho''(r) + \frac{2}{r}q(r)\rho(r) = -\lambda\rho(r), \\
q''(r) = -\rho^2(r)/r,
\end{cases}\tag{41}
$$
with boundary conditions (39), (40). This system can be resolved numerically by the method of shooting from points \( r = 0, r = \infty \). The eigenvalue \( \lambda_0 \) is determined from smoothness condition for function \( \rho_0(r) \) which has no pole in the interval \((0, \infty)\)

\[
\lambda_0 = -0.3 \ldots \tag{42}
\]

To exclude angle variables from equations (35), (36) let’s single out explicitly eigenvalues of the angle part of the operator \( \Delta_y \)

\[
Q(y, y') = \sum_{n,l,m \atop (n>0)} \frac{\Psi_{n,l,m}(y) \Psi_{n,l,m}(y')}{\lambda_{n,l,m}}, \tag{43}
\]

where \( \Psi_{n,l,m}(y) \) and \( \lambda_{n,l,m} \) are eigenfunctions and eigenvalues of the problem

\[
\left[ -\Delta_y - 2 \frac{q(r)}{r} - \lambda_0 + \alpha^{-2} \right] \Psi_{n,l,m}(y) = \lambda_{n,l,m} \Psi_{n,l,m}(y). \tag{44}
\]

It is clear that the eigenfunction \( \Psi_{000}(r) \) with the smallest eigenvalue \( \lambda_{000} \) is \( \Psi_{000}(r) = \Psi_0(r) \), \( \lambda_{000} = \alpha^{-2} \). Summation in equation (43) is fulfilled over all \((n, l, m) \neq (0, 0, 0)\). Let’s decompose functions \( \Psi_{n,l,m}(y) \) using spherical harmonics:

\[
\Psi_{n,l,m}(y) = \frac{\rho_{n,l}(r)}{r} Y_{l,m}(\Theta, \varphi)
\]

taking into account the normalization condition \( \int_0^\infty dr \ (\rho_{n,l}(r))^2 = 1 \). Then the equation (44) can be reduced to

\[
\left[ -\frac{\partial^2}{\partial r^2} - 2 \frac{q(r)}{r} + \frac{l(l+1)}{r^2} - \lambda_0 + \alpha^{-2} \right] \rho_{n,l}(r) = \lambda_{n,l} \rho_{n,l}(r). \tag{45}
\]

Let’s introduce the function

\[
G_l(r, r') = \sum_{n>0} (\lambda_{n,l})^{-1} \rho_{n,l}(r) \rho_{n,l}(r').
\]

According to equation (45) it satisfies the equation

\[
\hat{\mathcal{L}} G_l(r, r') = \delta(r - r') - \delta_{l,0} \rho_0(r) \rho_0(r'), \tag{46}
\]

\[
\hat{\mathcal{L}}_r = -\frac{\partial^2}{\partial r^2} - 2 \frac{q(r)}{r} + \frac{l(l+1)}{r^2} - \lambda_0 + \alpha^{-2},
\]

where \( \rho_0(r) \) is the solution to the system (41) with \( \lambda_0 \) given by equation (42). Because the eigenfunctions \( \rho_{n,l}(r) \) comply with boundary conditions

\[
\rho_{n,l}(0) = 0, \quad \lim_{r \to \infty} \rho_{n,l}(r) = 0,
\]

so those for the functions \( G_l(r, r') \) are:

\[
G_l(0, r') = G_l(\infty, r') = G_l(r, 0) = G_l(r, \infty) = 0.
\]
Let \( g_i^{(1)}(r) \) and \( g_i^{(2)}(r) \) be solutions to the uniform equations with boundary conditions:
\[
\begin{align*}
\mathcal{L}_r g_i^{(1)}(r) &= 0, & \mathcal{L}_r g_i^{(2)}(r) &= 0, \\
g_i^{(1)}(0) &= 0, & g_i^{(2)}(\infty) &= 0,
\end{align*}
\]
Then \( G_i(r, r') \) can be represented as
\[
G_i(r, r') = W^{-1} \left\{ g_i^{(1)}(r)g_i^{(2)}(r')\sigma(r - r') + g_i^{(1)}(r')g_i^{(2)}(r)\sigma(r - r') \right\} - \alpha^2 \delta_{i,0} \rho_0(r)\rho_0(r'),
\]
where \( W \) is the Wronskian
\[
W = g_i^{(1)}(r) \frac{\partial}{\partial r} g_i^{(2)}(r) - g_i^{(2)}(r) \frac{\partial}{\partial r} g_i^{(1)}(r) = \text{const},
\]
and \( \sigma(r) \) is a step function \( \sigma(r) = \begin{cases} 1, & r > 0, \\ 0.5, & r = 0, \\ 0, & r < 0. \end{cases} \) In this case we have for the integral (35)
\[
I(\alpha) = \sum_i I_i(\alpha), \quad I_i(\alpha) = \int_0^{\infty} \int_0^{\infty} \mathrm{d}r' \mathrm{d}r' G_i(r, r') \rho_0(r)\rho_0(r') H_i(r, r'),
\]
where
\[
H_i(r, r') = \int \int \mathrm{d}\Omega \mathrm{d}\Omega' \sum_m Y_{i,m}(\Theta, \varphi) Y_{i,m}(\Theta', \varphi') \frac{1}{4\pi|x - x'|}.
\]
Taking into account properties of spherical harmonics we get
\[
H_i(r, r') = \frac{r'}{(r')^{l+1}} \frac{r'^l}{r^{l+1}} \sigma(r' - r) + \frac{(r')^l}{r^{l+1}} \sigma(r - r').
\]
It’s obvious that \( I_i(\alpha) = O(\alpha^0) \), so it follows from equation (37) that
\[
\mathcal{E} = \varepsilon^2 \nu \left\{ \frac{\lambda_0}{3} \alpha^2 + B + O(\alpha^{-2}) \right\},
\]
where
\[
B = - \lim_{\alpha \to \infty} I(\alpha) = - \lim_{\alpha \to \infty} I_0(\alpha) - \lim_{\alpha \to \infty} \sum_{i=1}^{\infty} I_i(\alpha)
\]
and moreover to find \( I_i \) for \( i > 0 \) it’s possible to put \( \alpha^{-2} = 0 \) in equation (46). The system of equations (32) has been solved numerically for \( l = 0, \ldots, 4 \):
\[
I_0 = 0.174, \quad I_1 = 0.86674, \quad I_2 = 0.16412, \\
I_3 = 0.31551, \quad I_4 = 0.10053.
\]
And magnitudes of \( I_i(\infty) \) were derived on the basis of these calculated values by means of the following extrapolation law:
\[
I_i(\infty) = \frac{c}{l^2} + \frac{d}{l^3} + \frac{e}{l^4} + \cdots.
\]
As a result the following value for the \( B \) parameter was derived: \( B = -2.0 \ldots \), which differs from the result of the work [16]: \( B = -2.836 \ldots \).
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НАБЛИЖЕННЯ ДРУГОГО ПОРЯДКУ ДЛЯ ОПТИЧНОГО ПОЛЯРНОНУ У ВИПАДКУ СИЛЬНОГО ЗВ’ЯЗКУ

М.М.Боголюбов (м.л.)

Пропонується метод побудови наближення другого порядку для основного стану енергії класу моделей, які відповідають зв’язаному із взаємодією по бідівськіх операторах у випадку сильного зв’язку. Для зastosування зазначеної методи розглядається модель поларону й пропонується набір нехайших диференціальних рівнян для розрахунку основного стану енергії у випадку сильного зв’язку. Також розглядається радіальногі симетричний випадок.