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[e connections between information theory, statistical physics and quan-

tum ýeld theory have been the focus of renewed attention. In particular, the

renormalization group (RG) has been explored from this perspective. Recently,

a variational algorithm employing machine learning techniques to identify the

relevant degrees of freedom of a statistical system by maximizing an informa-

tion-theoretic quantity, the real-space mutual information (RSMI), was pro-

posed for real-spaceRG.Herewe investigate analytically theRGcoarse-graining

procedure and the renormalized Hamiltonian, which the RSMI algorithm de-

ýnes. By a combination of general arguments, exact calculations and toymodels

we show that the RSMI coarse-graining is optimal in a sensewe deýne. In partic-

ular, a perfect RSMI coarse-graining generically does not increase the range of a

short-rangedHamiltonian, in any dimension. For the case of the 1D Isingmodel

we perturbatively derive the dependence of the coe÷cients of the renormal-

ized Hamiltonian on the real-space mutual information retained by a generic

coarse-graining procedure.We also study the dependence of the optimal coarse-

graining on the prior constraints on the number and type of coarse-grained

variables.

1


