# On the application of strong approximation to weak convergence of products of sums for dependent random variables 

P.Matuła, I.Stępień<br>Maria Curie-Skłodowska University, pl. M.C.-Skłodowskiej 1, 20-031 Lublin, Poland

Received January 31, 2008

We present the application of the strong approximation theorems to the study of weak convergence of products of sums of positive random variables. We focus our attention on sequences of dependent random variables such as associated and mixing sequences.
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## 1. Introduction

The study of weak convergence of products of sums of random variables originated in the paper of Arnold and Villaseñor [1] who considered asymptotic properties of sums of records and proved that

$$
\frac{\sum_{k=1}^{n} \log \left(S_{k}\right)-n \log n+n}{\sqrt{2 n}} \xrightarrow{d} \mathcal{N}, \text { as } n \rightarrow \infty
$$

where $S_{k}$ is a partial sum of a sequence of i.i.d. random variables with the same exponential distribution with mean parameter equal to one. Here and in the sequel $\mathcal{N}$ is a standard normal random variable. This result may be equivalently written as

$$
\left(\prod_{k=1}^{n} \frac{S_{k}}{k}\right)^{\frac{1}{\sqrt{n}}} \xrightarrow{d} \mathrm{e}^{\sqrt{2} \mathcal{N}}, \quad \text { as } n \rightarrow \infty .
$$

The assumption on the particular distribution of the random variables was dropped by Rempała and Wesołowski [7] who proved the following general result.

Theorem 1 Let $\left(X_{n}\right)_{n \in N}$ be a sequence of i.i.d. positive and square integrable random variables. Let us introduce the following notation: $\mu=E X_{1}>0, \sigma^{2}=\operatorname{Var}\left(X_{1}\right), \gamma=\sigma / \mu$ and $S_{k}=$ $X_{1}+\cdots+X_{k}, k=1,2, \ldots$. Then

$$
\begin{equation*}
\left(\frac{\prod_{k=1}^{n} S_{k}}{n!\mu^{n}}\right)^{\frac{1}{\gamma \sqrt{n}}}=\left(\prod_{k=1}^{n} \frac{S_{k}}{k \mu}\right)^{\frac{1}{\gamma \sqrt{n}}} \xrightarrow{d} \mathrm{e}^{\sqrt{2} \mathcal{N}}, \quad \text { as } n \rightarrow \infty \tag{1}
\end{equation*}
$$

Remark 1 Equivalently, by taking logarithms, (1) may be written as follows

$$
\begin{equation*}
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \frac{1}{\gamma} \log \left(\frac{S_{k}}{k \mu}\right) \xrightarrow{d} \mathcal{N}(0,2), \quad \text { as } n \rightarrow \infty . \tag{2}
\end{equation*}
$$

The above result has attracted the attention of many researchers and there have appeared several papers concerning the related problems (cf. [2-4,9] and [8]). It is a natural question if the assumption of independence of random variables in Theorem 1 may be relaxed. As far as we know, the only result in this direction was obtained by Liu and Lin [3] who considered $\phi$-mixing sequences. In this paper we present a general method of proving analogues of Theorem 1 for weakly dependent sequences. Our approach is based on the so-called strong approximation theorems (strong invariance principle, Hungarian construction - cf. [6]). Under some appropriate conditions imposed on the dependence structure of a weakly dependent sequence of random variables, the partial sums of the sequence may be approximated by the Brownian motion. The results similar to Theorem 1 may be obtained using this approximation. In order to present a uniform approach we shall assume that strong approximation is possible with a certain rate of accuracy instead of imposing specific dependence structures. The particular cases will be discussed in section 3 where we consider the mixing sequences and the associated sequences which have recently been playing a very important role in various areas of applied mathematics including mathematical physics. Associated random variables are sometimes called random variables satisfying FKG inequalities and appearing in Ising models of ferromagnets [5].

## 2. Main results

We begin with introducing the main condition, which will be used in the sequel.
Condition 1 Let $\left(X_{n}\right)_{n \in N}$ be a sequence of positive random variables (r.v.'s) with the same means $E X_{k}=\mu$ such that these r.v.'s may be redefined on some possibly richer probability space without changing its distributions together with a Brownian motion $B(t)$ in such a way that

$$
\begin{equation*}
\frac{S_{n}-n \mu}{\sigma}-B(n)=\varepsilon_{n} \tag{3}
\end{equation*}
$$

where

$$
\frac{\varepsilon_{n}(\omega)}{\sqrt{n}} \rightarrow 0, \text { almost surely as } n \rightarrow \infty
$$

For independent random variables $\sigma^{2}=\operatorname{Var}\left(X_{k}\right)$. In the case of dependent random variables usually $\sigma^{2}=\lim _{n \rightarrow \infty} \frac{\operatorname{Var}\left(S_{n}\right)}{n}$ and in the stationary case $\sigma^{2}=\operatorname{Var}\left(X_{1}\right)+2 \sum_{j=2}^{\infty} \operatorname{Cov}\left(X_{1}, X_{j}\right)$.

Remark 2 The condition (3) is satisfied if the r.v.'s are i.i.d. with $E\left|X_{1}\right|^{p}<\infty$ and $p>2$, then we have even

$$
\frac{\varepsilon_{n}(\omega)}{n^{1 / p}} \rightarrow 0, \text { almost surely as } n \rightarrow \infty
$$

Unfortunately if we assume only the second moments to be finite, then we have

$$
\frac{\varepsilon_{n}(\omega)}{\sqrt{n \log \log n}} \rightarrow 0, \text { almost surely as } n \rightarrow \infty
$$

which is not sufficient for further considerations.
We shall show that the r.v.'s $\log \left(\frac{S_{n}}{n}\right)$ may be approximated by $\frac{B(n)}{n}$.
Lemma 1 Under Condition 1 we have (with $\gamma=\sigma / \mu$ )

$$
\frac{1}{\gamma} \log \left(\frac{S_{n}}{n \mu}\right)-\frac{B(n)}{n}=\eta_{n}
$$

where

$$
\sqrt{n}\left|\eta_{n}(\omega)\right| \rightarrow 0, \text { almost surely as } n \rightarrow \infty
$$

## Proof.

$$
\begin{aligned}
&\left|\frac{1}{\gamma} \log \left(\frac{S_{n}}{n \mu}\right)-\frac{B(n)}{n}\right|=\left|\frac{1}{\gamma} \log \left(\frac{S_{n}-n \mu}{n \mu}+1\right)-\frac{B(n)}{n}\right|= \\
&=\left|\frac{1}{\gamma} \log \left(\frac{S_{n}-n \mu}{n \mu}+1\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right|>\frac{1}{2}\right]}+\frac{1}{\gamma} \log \left(\frac{S_{n}-n \mu}{n \mu}+1\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right| \leqslant \frac{1}{2}\right]}-\frac{B(n)}{n}\right| \\
&= \left\lvert\, \frac{1}{\gamma} \log \left(\frac{S_{n}-n \mu}{n \mu}+1\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right|>\frac{1}{2}\right]}+\frac{1}{\gamma}\left(\frac{S_{n}-n \mu}{n \mu}\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right| \leqslant \frac{1}{2}\right]}\right. \\
& \left.+\frac{1}{\gamma} \log \left(\frac{S_{n}-n \mu}{n \mu}+1\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right| \leqslant \frac{1}{2}\right]}-\frac{1}{\gamma}\left(\frac{S_{n}-n \mu}{n \mu}\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right| \leqslant \frac{1}{2}\right]}-\frac{B(n)}{n} \right\rvert\, \\
&=\left\lvert\, \frac{1}{\gamma} \log \left(\frac{S_{n}-n \mu}{n \mu}+1\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right|>\frac{1}{2}\right]}-\frac{1}{\gamma}\left(\frac{S_{n}-n \mu}{n \mu}\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right|>\frac{1}{2}\right]}\right. \\
& \left.\quad+\frac{1}{\gamma} \log \left(\frac{S_{n}-n \mu}{n \mu}+1\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right| \leqslant \frac{1}{2}\right]}-\frac{1}{\gamma}\left(\frac{S_{n}-n \mu}{n \mu}\right) I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right| \leqslant \frac{1}{2}\right]}+\frac{1}{\gamma} \frac{S_{n}-n \mu}{n \mu}-\frac{B(n)}{n} \right\rvert\, \\
& \left.\quad \leqslant \frac{1}{\gamma}\left|\log \left(\frac{S_{n}-n \mu}{n \mu}+1\right)-\left(\frac{S_{n}-n \mu}{n \mu}\right)\right| I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right|>\frac{1}{2}\right]}^{n} \right\rvert\, \\
& \quad+2 \frac{1}{\gamma}\left(\frac{S_{n}-n}{n}\right)^{2} I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right| \leqslant \frac{1}{2}\right]}+\left|\frac{1}{\gamma} \frac{S_{n}-n \mu}{n \mu}-\frac{B(n)}{n}\right| \frac{d e f}{=} A_{1}+A_{2}+A_{3}
\end{aligned}
$$

we have used the following inequality $|\log (1+x)-x| \leqslant 2 x^{2}$ which holds for $|x| \leqslant 1 / 2$. From (3) it follows that the SLLN holds i.e. $\frac{S_{n}-n \mu}{n} \rightarrow 0$ almost surely thus $I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right|>\frac{1}{2}\right]} \rightarrow 0$ almost surely. It means that $I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right|>\frac{1}{2}\right]}=0$ for sufficiently large $n$, therefore $a_{n} I_{\left[\left|\frac{S_{n}-n \mu}{n \mu}\right|>\frac{1}{2}\right]} \rightarrow 0$ almost surely for any sequence $a_{n}$ (random or nonrandom). Thus we get $\sqrt{n} A_{1} \rightarrow 0$ almost surely. Further let us observe that

$$
\begin{aligned}
A_{2} \leqslant 2 \frac{1}{\gamma}\left(\frac{S_{n}-n \mu}{n \mu}\right)^{2} & =2 \frac{1}{\gamma} \frac{1}{n^{2} \mu^{2}} \sigma^{2}\left(\frac{S_{n}-n \mu}{\sigma}\right)^{2}=\frac{2 \gamma}{n^{2}}\left(\left(\frac{S_{n}-n \mu}{\sigma}-B(n)\right)+B(n)\right)^{2} \\
& \leqslant 4 \gamma \frac{\varepsilon_{n}^{2}+B^{2}(n)}{n^{2}}
\end{aligned}
$$

by using the inequality $(a+b)^{2} \leqslant 2\left(a^{2}+b^{2}\right)$, thus

$$
\sqrt{n} A_{2} \leqslant 4 \gamma \sqrt{n}\left(\frac{\varepsilon_{n}}{\sqrt{n}}\right)^{2} \frac{1}{n}+4 \gamma \sqrt{n}\left(\frac{B(n)}{\sqrt{n \log \log n}}\right)^{2}(n \log \log n) \frac{1}{n^{2}} \rightarrow 0 \text { almost surely }
$$

where we used (3) and the law of the iterated logarithm for Brownian motion. Now we see that by (3)

$$
\sqrt{n} A_{3}=\left|\frac{\varepsilon_{n}}{\sqrt{n}}\right| \rightarrow 0, \text { almost surely. }
$$

Theorem 2 Under Condition 1 we have:

$$
\frac{1}{\gamma \sqrt{2 n}} \sum_{k=1}^{n}\left(\frac{S_{k}}{k \mu}-1\right) \xrightarrow{d} \mathcal{N}(0,1) \text {, as } n \rightarrow \infty .
$$

Proof.

$$
\begin{aligned}
\frac{1}{\gamma \sqrt{2 n}} \sum_{k=1}^{n}\left(\frac{S_{k}}{k \mu}-1\right) & =\frac{1}{\sqrt{2 n}} \sum_{k=1}^{n}\left(\frac{S_{k}-k \mu}{k \sigma}\right)=\frac{1}{\sqrt{2 n}} \sum_{k=1}^{n} \frac{1}{k}\left(\frac{S_{k}-k \mu}{\sigma}\right) \\
& =\frac{1}{\sqrt{2 n}} \sum_{k=1}^{n} \frac{1}{k}\left(B(k)+\varepsilon_{k}\right)=\frac{1}{\sqrt{2 n}} \sum_{k=1}^{n} \frac{1}{\sqrt{k}} \frac{\varepsilon_{k}}{\sqrt{k}}+\frac{1}{\sqrt{2 n}} \sum_{k=1}^{n} \frac{1}{k} B(k)
\end{aligned}
$$

from (3) $\frac{\varepsilon_{k}}{\sqrt{k}} \rightarrow 0$ almost surely, $\sum_{k=1}^{n} \frac{1}{\sqrt{k}} \approx \sqrt{n}$, thus $\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \frac{1}{\sqrt{k}} \frac{\varepsilon_{k}}{\sqrt{k}} \rightarrow 0$ almost surely (by Toeplitz lemma). So that

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \frac{1}{k} B(k)=\frac{1}{n} \sum_{k=1}^{n} \frac{\sqrt{n}}{k} B(k)=\frac{1}{n} \sum_{k=1}^{n} \frac{\frac{B(k)}{\sqrt{n}}}{\frac{k}{n}} \stackrel{d}{=} \frac{1}{n} \sum_{k=1}^{n} \frac{B\left(\frac{k}{n}\right)}{\frac{k}{n}} \xrightarrow{a s} \int_{0}^{1} \frac{B(t)}{t} \mathrm{~d} t \stackrel{d}{=} \mathcal{N}(0,2)
$$

Our main result concerning convergence of products of sums will be formulated in the following theorem.
Theorem 3 Under Condition 1 we have:

$$
\left(\frac{\prod_{k=1}^{n} S_{k}}{n!\mu^{n}}\right)^{\frac{1}{\gamma \sqrt{n}}} \xrightarrow{d} \mathrm{e}^{\mathcal{N}(0,2)} \text {, as } n \rightarrow \infty
$$

equivalently

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \frac{1}{\gamma} \log \left(\frac{S_{k}}{k \mu}\right) \xrightarrow{d} \mathcal{N}(0,2) \text {, as } n \rightarrow \infty
$$

Proof. By Lemma 1 we have

$$
\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \frac{1}{\gamma} \log \left(\frac{S_{k}}{k \mu}\right)=\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \frac{B(k)}{k}+\frac{1}{\sqrt{n}} \sum_{k=1}^{n} \frac{1}{\sqrt{k}} \sqrt{k} \eta_{k}
$$

and the conclusion follows by the same argument as in the proof of Theorem 2.

## 3. Examples

Let us recall that random variables $X_{1}, \ldots, X_{n}$ are associated if, for any coordinatewise nondecreasing functions $f, g: R^{n} \rightarrow R$,

$$
\operatorname{Cov}\left(f\left(X_{1}, \ldots, X_{n}\right), g\left(X_{1}, \ldots, X_{n}\right)\right) \geqslant 0
$$

whenever this covariance exists. A sequence $\left(X_{n}\right)_{n \in N}$ is called associated if its every finite subcollection is associated. Let us note that independent random variables are associated, the increasing functions of associated variables are associated, the positively correlated gaussian random variables and random variables with $M T P_{2}$ densities are associated. Furthermore, associated and uncorrelated variables are independent. The following Cox-Grimmett coefficient is often used

$$
u(n)=\sup _{k \geqslant 1} \sum_{j:|j-k| \geqslant n} \operatorname{Cov}\left(X_{j}, X_{k}\right)
$$

The following strong invariance principle was proved by Yu [10].
Theorem 4 Let $\left(X_{n}\right)_{n \in N}$ be a sequence of centered associated random variables. Assume

$$
\begin{gather*}
\sup _{n \geqslant 1} E\left|X_{n}\right|^{2+r}<+\infty, \text { for some } r>0  \tag{4}\\
\inf _{n \geqslant 1, k \geqslant 1} E\left(S_{n+k}-S_{k}\right)^{2} / n>0  \tag{5}\\
u(n)=O\left(e^{-\lambda n}\right), \text { for some } \lambda>0 \tag{6}
\end{gather*}
$$

Then, without changing its distribution we can redefine the sequence $\left(X_{n}\right)_{n \in N}$ on a richer probability space together with a standard Brownian motion process $B(t), t \geqslant 0$ such that, for some $\varepsilon>0$

$$
\begin{equation*}
S_{n}-B\left(\operatorname{Var}\left(S_{n}\right)\right)=O\left(n^{1 / 2-\varepsilon}\right) \text { almost surely. } \tag{7}
\end{equation*}
$$

Using this theorem and our Theorem 3 we shall prove the following result concerning the convergence of products of sums of associated random variables.

Theorem 5 Let $\left(X_{n}\right)_{n \in N}$ be a sequence of associated random variables. Assume that the random variables are positive and have got the same distributions, furthermore (4), (6) are satisfied and

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left|\frac{\operatorname{Var}\left(S_{n}\right)}{n}-\sigma^{2}\right|<+\infty, \text { for some } \sigma>0 \tag{8}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left(\frac{\prod_{k=1}^{n} S_{k}}{n!\mu^{n}}\right)^{\frac{1}{\gamma \sqrt{n}}} \xrightarrow{d} \mathrm{e}^{\mathcal{N}(0,2)} \text {, as } n \rightarrow \infty \tag{9}
\end{equation*}
$$

where $\mu=E X_{n}$ and $\gamma=\sigma / \mu$.

Proof. The assumptions of Theorem 4 are satisfied by the sequence $\left(X_{n}-\mu\right)_{n \in N}$. To check (5) observe that the random variables have the same variances and are nonnegatively correlated, thus

$$
\begin{equation*}
E\left(S_{n+k}-S_{k}\right)^{2} / n \geqslant \operatorname{Var}\left(X_{1}\right)>0 . \tag{10}
\end{equation*}
$$

To verify Condition 1 let us observe that

$$
\begin{equation*}
\frac{1}{\sqrt{n}}\left(\frac{S_{n}-n \mu}{\sigma}-B(n)\right)=\frac{S_{n}-n \mu-B\left(\operatorname{Var}\left(S_{n}\right)\right)}{\sigma \sqrt{n}}+\frac{B\left(\operatorname{Var}\left(S_{n}\right)\right)-\sigma B(n)}{\sigma \sqrt{n}}, \tag{11}
\end{equation*}
$$

the first term tends to 0 almost surely by (7), while $\frac{B\left(\operatorname{Var}\left(S_{n}\right)\right)-\sigma B(n)}{\sqrt{n}}$ is a sequence of zero mean Gaussian random variables with variances $\left|\frac{\operatorname{Var}\left(S_{n}\right)}{n}-\sigma^{2}\right|$ and converges to 0 almost surely by (8). The conclusion now follows from Theorem 3.

Similar arguments based on Theorem 4.1 from [6] yield the following result for $\phi$-mixing sequences. It may be compared with the result by Liu and Lin [3] but does not involve selfnormalization.

Theorem 6 Let $\left(X_{n}\right)_{n \in N}$ be a strictly stationary sequence of $\phi$-mixing positive random variables with $\sum_{n=1}^{\infty} \phi^{1 / 2}(n)<+\infty, E X_{1}=\mu>0, E\left|X_{1}\right|^{2+\delta}<+\infty$, for some $\delta>0$, then (9) holds with $\gamma=\sigma / \mu$ and $\sigma^{2}=\lim _{n \rightarrow \infty} \operatorname{Var}\left(S_{n}\right) / n>0$.

By using different strong approximation theorems we may also prove similar results for other types of mixing sequences in the non-stationary case omitting technical details.
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## До застосування сильної апроксимації до вивчення слабкої збіжності добутків сум залежних випадкових величин

Р.Матула, І.Степєнь

Інститут математики, Університет Марії Кюрі-Склодовської, Люблін, Польща
Отримано 31 січня 2008 р.

Ми представляємо застосування теорем про сильну апроксимацію в дослідженні слабкої збіжності добутків сум додатніх випадкових величин. Ми зосереджуємо нашу увагу на послідовностях залежних випадкових величин, зокрема на асоційованих послідовностях і послідовностях з перемішуванням.

Ключові слова: слабка збіжність, сильна апроксимація, залежні випадкові величини
PACS: 02.50.Cw

