Multiple time scale molecular dynamics for fluids with orientational degrees of freedom. I. Microcanonical ensemble
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We propose a new approach to eliminate the resonance instabilities inherent in multiple time step molecular dynamics simulations. The approach is developed within the microcanonical ensemble on the basis of an energy-constrained technique in the presence of orientational degrees of freedom. While the single and standard multiscale methods are restricted to small time steps of 5 and 8 fs, respectively, it is shown in simulations of water that the algorithms we have derived postpone the appearance of the instabilities to larger steps of about 16 fs. Such steps are close to the upper theoretical limit of 20 fs peculiar to the microcanonical ensemble and can be used without affecting static and dynamical properties. © 2011 American Institute of Physics. [doi:10.1063/1.3637035]

I. INTRODUCTION

The coexistence of dynamical processes with vastly different time scales is a typical feature of many liquid systems in physics, chemistry, and biology.1–6 The method of molecular dynamics (MD) remains one of the most fruitful approaches to study various properties in such fluids. However, the size of the time step in MD simulations is limited to rather small values to avoid numerical instabilities and achieve the desired accuracy of the calculations. Obviously, larger steps are more preferable because they give the possibility to reduce computational costs and get access to longer observation times. This, in turn, enables us to consider more complicated models of real liquids and reduce the statistical uncertainties to a minimum.

A variety of multiple time stepping (MTS) techniques has been devised over the last decades to improve the efficiency of MD simulations. They include the early intuitive schemes,7–13 generalized Verlet integrator,14 reversible reference system propagator algorithm (RESPA),15–17 Langenve dynamics,16–20 normal mode theories,21–24 mollified impulse schemes,18, 25–27 canonical Nosé-Hoover-like28–30 and isokinetic31 thermostats, dynamical multiscale version,32 isokinetic Nosé-Hoover chain approach,33,34 as well as the processed MTS method.35 In these techniques, each component of motion is integrated on its own physical time scale. Such an integration allows a significant speedup of the computations because then the costly long-range interactions can be sampled less frequently than the cheap strong forces.

It is now well established that the most adequate MTS integration can be carried out by decomposing the time evolution propagator into analytically solvable parts.15–17,28–35 Within the microcanonical ensemble, this automatically provides the fulfillment of such important features of Hamiltonian systems as the conservation of volume in phase space and time reversibility. Another advantage of the decomposition integrators, such as RESPA,15–17 is their explicitness and simplicity. This is in contrast to the implicit normal mode schemes,21,22 which lead to iterative solutions and, moreover, require the calculation of cumbersome Hessian matrices. The same drawback is peculiar to the mollified integrators,18,25–27 where the Hessians are involved to find averaged positions for the evaluation of weak interactions in quickly varying strong force fields. On the other hand, the dynamical multiscale version32 is appropriate solely for simple models, such as harmonic oscillators, with a constant ratio of strong to weak potentials.

In RESPA, nevertheless, the size of the time step is restricted by resonance phenomena.36–40 This means that a rapid energy growth occurs when the interval between the weak-force updates exceeds the half-period related to the fastest component of motion presented in the system. Within the Langevin-type algorithms,18–24,27 the resonance instabilities are damped out by adding artificial friction and random forces to the equations of motions. But, this implies departure from the true microcanonical dynamics. In the canonical ensemble, the multiscale artifacts can be reduced by attaching extra phase-space variables corresponding to a thermostat.28–30 Alternatively, the non-resonance equations can be derived in the isokinetic ensemble.31 The instabilities can also be eliminated33,34 by combining the canonical Nosé-Hoover method35 with the isokinetic ensemble.31 However, the isokinetic dynamics is fictitious and applicable only to study thermodynamic and position distribution functions. This is contrary to the microcanonical MD which can predict any given properties, including time correlation functions.

Surprisingly, almost all the existing MTS algorithms were designed to integrate translational motion exclusively. Usually, the molecular orientations are parameterized by Cartesian coordinates of atoms subject to holonomic constraints. However, this results in complicated iteration...
II. THEORY

A. Model of fluids and basic equations of motion

Consider a system of \( N \) molecules each of which is composed of \( M + M' \) interacting atoms. In the most general case, the first \( M = \sum_{k=1}^{K} M_k \) particles can form \( K \) rigid groups with \( M_k \) atoms for a given \( k = 1, 2, \ldots, K \). The other \( M' \) sites are flexibly connected between themselves and with the rigid-body atoms. The dynamical state of such a system in the laboratory frame at time \( t \) can be determined by the position \( \mathbf{r}_{ia}(t) \) and velocity \( \mathbf{v}_{ia}(t) = d\mathbf{r}_{ia}(t)/dt \) of site \( a \) with mass \( m_a \) belonging to molecule \( i \), where \( i = 1, 2, \ldots, N \) and \( a = 1, 2, \ldots, M + M' \). In view of the rigidity, it is convenient to express the phase coordinates of \( M_k \) atoms in terms of the translational position \( \mathbf{R}_{ik}(t) = \mu_k^{-1} \sum_{a \in M_k} m_a \mathbf{r}_{ia}(t) \), velocity \( \mathbf{V}_{ik}(t) = d\mathbf{R}_{ik}(t)/dt \) of the center of mass \( \mu_k = \sum_{a \in M_k} m_a \) of the \( k \)-th group, its attitude matrix \( \mathbf{S}_{ik}(t) \), and principal angular velocity \( \mathbf{W}_{ik}(t) \) using the relations \( \mathbf{r}_{ia}(t) = \mathbf{R}_{ik}(t) + \mathbf{S}^t_{ik}(t) \delta_{ak} \) and \( \mathbf{v}_{ia}(t) = \mathbf{V}_{ik}(t) + d\mathbf{S}^t_{ik}(t)/dt \delta_{ak} \).

The elements of the attitude matrix \( \mathbf{S}_{ik}(t) \) represent the direction cosines between the principal axes of the molecular group and the laboratory frame, while \( \delta_{ak} \) is the fixed position of site \( a \) with respect to the \( k \)th center of mass in the body-fixed frame. Note that \( \mathbf{S}_{ik}(t) \) satisfies the orthonormality condition \( \mathbf{S}^t_{ik} \mathbf{S}_{ik} = \mathbf{I} \), where \( \mathbf{I} \) denotes the unit matrix and \( \mathbf{S}^t_{ik} \) is the result of transposition of \( \mathbf{S}_{ik} \). This inherently maintains the rigid structures of molecular segments because the action of \( \mathbf{S}^t_{ik}(t) \) on \( \delta_{ak} \) does not change the interatomic distances within the molecule. The angular velocity is defined as

\[
\mathbf{W}(\mathbf{\Omega}) = \begin{pmatrix}
0 & \Omega_Z & -\Omega_Y \\
-\Omega_Z & 0 & \Omega_X \\
\Omega_Y & -\Omega_X & 0
\end{pmatrix}
\]

being the skew-symmetric matrix related to the principal components \( (\Omega_X, \Omega_Y, \Omega_Z) \) of vector \( \mathbf{\Omega} \).

The equations of translational and rotational motion can be written in the following compact form:

\[
\frac{d\mathbf{T}}{dt} = L \mathbf{\Gamma}(t).
\]

Here,

\[
L = \sum_{i=1}^{N} \sum_{k=1}^{K} \left[ \frac{\mathbf{p}_{ik}}{m_k} \cdot \frac{\partial}{\partial \mathbf{r}_{ik}} + \mathbf{W}(\mathbf{J}^{-1}_{ik} \mathbf{Q}_{ik}) \mathbf{S}_{ik} \frac{\partial}{\partial \mathbf{S}_{ik}} + \mathbf{F}_{ik} \cdot \frac{\partial}{\partial \mathbf{P}_{ik}} + \Xi_{ik} \cdot \frac{\partial}{\partial \mathbf{Q}_{ik}} \right] + \sum_{a=M+1}^{M+M'} \left[ \frac{\mathbf{p}_{ia}}{m_a} \cdot \frac{\partial}{\partial \mathbf{r}_{ia}} + \mathbf{f}_{ia}(\mathbf{r}, \mathbf{R}, \mathbf{S}) \cdot \frac{\partial}{\partial \mathbf{p}_{ia}} \right]
\]

is the Liouville operator of the system, while \( \mathbf{\Gamma} \) designates the set of all phase variables which includes \( K \) rigid groups \( (\mathbf{R}, \mathbf{P}, \mathbf{S}, \mathbf{Q}) \) with \( \mathbf{p}_{ik} = \mu_k \mathbf{V}_{ik} \) and \( \mathbf{Q}_{ik} = \mathbf{S}^t_{ik} \mathbf{J}_{ik} \mathbf{\Omega}_{ik} \) being the translational and angular momenta, respectively, in the laboratory frame, as well as \( M' \) individual coordinates and momenta \( (\mathbf{r}, \mathbf{p}) \), where \( \mathbf{p}_{ia} = m_a \mathbf{v}_{ia} \), belonging to flexibly connected atoms. Let us introduce the site-site potentials \( \varphi_{ij}, \varphi_k \), and \( \phi \) related correspondingly to the interactions between the rigid groups, between these groups and flexibly connected atoms, as well as between the latter atoms. Then, the force acting on the \( k \)th rigid group of molecule \( i \) due to the atomic interactions with the other groups and all flexibly jointed sites can be explicitly cast as \( \mathbf{F}_{ik} = \sum_{a \in M_k} \mathbf{F}_{ika} \), where

\[
\mathbf{F}_{ika} = -\sum_{j \neq i}^{N} \sum_{l=1}^{M} \sum_{b \in M_l} \mu_{ij} \varphi'_{kl}(r_{ij})
-\sum_{j=1}^{N} \sum_{b=M+1}^{M+M'} \tilde{\varphi}'_{ij}(r_{ij}) \equiv \mathbf{F}_{ika}(\mathbf{R}, \mathbf{S}, \mathbf{r}),
\]

while the forces exerting on such sites \( (a = M+1, \ldots, M+M') \) with respect to all other atoms are

\[
\mathbf{f}_{ia} = -\sum_{j=1}^{N} \sum_{b=M+1}^{M+M'} \tilde{\mathbf{f}}'_{ij}(r_{ij}) \equiv \mathbf{f}_{ia}(\mathbf{R}, \mathbf{S}, \mathbf{r}).
\]

In our notation \( \varphi'(r) \equiv d\varphi(r)/dr \) and \( \tilde{\varphi}'_{ij} = (\mathbf{r}_{ia} - \mathbf{r}_{ib})/r_{ij} \) with \( r_{ij} = |\mathbf{r}_{ia} - \mathbf{r}_{ib}| \). Having the atomic forces [Eq. (4)], the torque acted on the rigid molecular group with respect to its center of mass can be calculated as

\[
\mathbf{\Xi}_{ik} = \sum_{a \in M_k} (\mathbf{r}_{ia} - \mathbf{r}_{ik}) \times \mathbf{F}_{ika} \equiv \mathbf{\Xi}_{ik}(\mathbf{R}, \mathbf{S}, \mathbf{r}).
\]
It is worth pointing out that contrary to the intramolecular (i \neq j) interactions \( \varphi_{ij} \), the potentials \( \varphi_{k} \) and \( \phi \) consist of the intramolecular (i = j) parts as well.

In view of the above, the total energy of the system can be expressed as

\[
E = \sum_{i=1}^{N} \left( \sum_{k=1}^{K} \frac{\mu_i Y_{ik}}{2} + \sum_{a} \frac{\kappa_{a} \Omega_{ik,a}}{2} \right)
+ \sum_{a=M+1}^{M+M'} \frac{m_a Y_{ia}}{2} + \frac{1}{2} \sum_{j \neq i}^{N} \sum_{k,l=1}^{K} \sum_{a \in M_b \in M} \varphi_{kl}(r_{ij})
+ \sum_{j=1}^{N} \sum_{k=1}^{K} \sum_{a=M+1}^{M+M'} \varphi_{k}(r_{ij})^{\alpha} \right)
\]

(7)

where the first tree terms relate to the kinetic part \( T(V, \Omega, v) \) and the rest tree ones represent the full potential energy \( U(R, S, r) \). Note that the term with \( a = b \) should be excluded, if \( j = i \) in the last sum of Eq. (7), \( J_{k,a} \) denotes the diagonal elements of the time-independent matrix \( J_k = \sum_{a=1}^{a=M} m_a \Omega_{ik,a} \delta_{a \delta_b} I - \delta_{a \delta_b} \delta_{a \delta_b} \) of moments of inertia of the group along its principal axes, and \( \Omega_{k,a} \) are the components \( \omega = (X, Y, Z) \) of the principal angular velocity \( \Omega_k \).

The intermolecular parts \( (i \neq j) \) are expressed as

\[
\sum_{a=M+1}^{M+M'} m_a Y_{ia} \quad \frac{1}{2} \sum_{j \neq i}^{N} \sum_{k,l=1}^{K} \sum_{a \in M_b \in M} \varphi_{kl}(r_{ij})
+ \sum_{j=1}^{N} \sum_{k=1}^{K} \sum_{a=M+1}^{M+M'} \varphi_{k}(r_{ij})^{\alpha}
\]

The Lennard-Jones function includes the repulsion and van der Waals attraction. The intramolecular (i = j) potential for a given pair \( ab \) of atoms can be modelled in \( \varphi_k \) and \( \phi \) by a harmonic oscillator \( u_{ij}(r_{ij}^{\alpha} - l_{ij0}^\alpha)^{2}/2 \) or a Morse \( \varphi_k(r_{ij}^{\alpha}) \) or valence bend angle \( \theta_{ij}^{\alpha} \). In addition, the torsional interactions \( u_{\alpha}(1 + \cos(n \theta - \gamma))/2 \) can also be included. They describe the periodic variation of energy due to bond rotations, where the low-order Fourier series in the dihedral angle \( \omega \) are employed with \( \gamma \) being the phase shift of the \( n \)-fold term. The parameters \( u_{\alpha}, \theta_{ij}^{\alpha}, n, \theta_{ij0}^{\alpha}, \gamma \) can readily be found in the literature for each concrete molecular model of a fluid. For instance, in the case of water, the most popular among them are the rigid TIP3P/4P (Ref. 55) and SPC/E (Ref. 56) models, as well as their flexible TIP3P (Refs. 26 and 57) and SPC (Ref. 58) counterparts. For more complex molecules, (e.g., proteins and DNA), semiflexible models can be utilized. The corresponding parameters are available in AMBER (Ref. 59) and other force fields packages, such as OPLS,60 CHARMM,61 and GROMOS.62 Note also that in a particular case when \( K = 0 \) and \( M' = M \), we reproduce a fully flexible model of fluids, while at \( K \neq 0 \) and \( M' = 0 \) we come to a mixture with \( K \) species each consisting of \( M_k \) rigid bodies.

If an initial configuration \( \Gamma(0) \) is specified, the unique solution to the solutions of motion [Eq. (2)] can be formally written as \( \Gamma(t) = e^{L(t)} \Gamma(0) \). However, the evolution operator \( e^{L(t)} \) cannot be evaluated exactly for any time \( t \), and the only way is to approximate it using numerical methods.

**B. Standard MTS splitting technique**

In the splitting approach, the Liouville operator \( L = A + B \) is decomposed into the kinetic \( A \) and potential \( B \) parts. In view of Eq. (3), the explicit expressions for them in our case are \( A = p \cdot \partial \omega + p \cdot \partial R + W(\mathbf{J}^{-1}S) \partial \sigma / \partial S \) and \( B = f \cdot \partial \sigma + f \cdot \partial P + \Xi \cdot \partial \sigma / \partial Q \). Here, all the indices have been omitted to simplify notation. For the same reason, the first terms in \( A \) and \( B \) can be omitted as well since they are quite similar to the second terms (with formal replacements of capital and small letters). Moreover, we will assume that there are only two scales of time (the extension to an arbitrary number of time scales is trivial).

Proceeding now in the spirit of the standard MTS schemes,15,16 the total force \( F = F_{s} + F_{w} \) and torque \( \Xi = \Xi_{s} + \Xi_{w} \) are split up into the strong \( F_{s} \) and \( \Xi_{s} \), as well as the weak \( F_{w} \) and \( \Xi_{w} \) components related to the short-ranged \( \varphi_{s} \) and long-ranged \( \varphi_{w} \) interactions, respectively, with \( \varphi = \varphi_{s} + \varphi_{w} \). This will result in further decomposition of the potential part as \( B = B_{s} + B_{w} \) with \( B_{w} = F_{s} \partial \sigma + \Xi_{s} \partial \sigma / \partial Q \), where \( B_{s} \) and \( B_{w} \) are responsible correspondingly for the fast and slow processes in the system. Then, generalizing the Trotter formula,63 the time evolution propagator \( e^{Lh} \) can be factorized as \( e^{(a(k) + B_{w})h} = e^{B_{w}(\int_{\Omega}^{\omega} e^{B_{w}(\omega, 2 \mu_{\omega}) h} d\omega)} \), where \( h \) is the size of the outer time step, \( n \) is the number of inner loops, and \( \Delta h^{2} \) is the local second-order error function. For any time \( t \), the solution can be presented in the form

\[
\Gamma(t) = \left[ e^{B_{w}(\int_{\Omega}^{\omega} e^{B_{w}(\omega, 2 \mu_{\omega}) h} d\omega)} \right] \Gamma(0) + \mathcal{O}(h^{2}),
\]

(8)

where \( \mathcal{O}(h^{2}) \sim \mathcal{O}(h^{2} \Delta h^{2}) \) is the global error and \( l = t / h \) is the total number of steps. In the absence of orientational degrees of freedom, one reproduces from Eq. (8) at \( n = 1 \) the well-known Verlet integrator,64,65 while for \( n > 1 \) we come to the second-order RESPA scheme.15,16 In the latter case, the strong-force component is integrated with a smaller time step of \( h / n \) than that of \( h \) related to the weak-interaction contribution. This speeds up the calculations because then the expensive long-ranged forces will not be recalculated so frequently.

The main advantage of the splitting approach [Eq. (8)] is that the action of the exponentials \( e^{L h / n}, e^{L h / (2n)} \), and \( e^{L h / 2} \) on a phase space point \( \Gamma \) can be given analytically. Indeed

\[
e^{L h / n} [R, P, S, Q] = \left[ R + \mu, 1 - P, P, \Psi(Q, \frac{h}{n} S), Q \right],
e^{L h / (2n)} [R, P, S, Q] = \left[ R, P + F_{s} \frac{h}{2n} S, S, Q + \Xi_{s} \frac{h}{2n} \right],
e^{L h / 2} [R, P, S, Q] = \left[ R, P + F_{s} \frac{h}{2} S, S, Q + \Xi_{s} \frac{h}{2} \right],
\]

(9)

where the displacement of \( R \) corresponds to free translational motion (i.e., \( P \) is constant), while the shifts in \( P \) and \( Q \) relate to uniformly accelerated motion in instantaneous force-torque fields at given \( R \) and \( S \). The matrix \( \Psi(Q, \frac{h}{n}) \) exactly propagates \( S \) over time \( h / n \) according to the free rotational dynamics (Q remains constant). Alternatively, \( \Psi(Q, \Delta t) \) can be replaced by its decomposition counterpart \( \Psi_{s}(\Delta t) = \Omega(\Delta t) \left( \frac{h}{2} \right)^{\frac{1}{2}} \Omega(\Delta t) \left( \frac{h}{2} \right)^{\frac{1}{2}} \Omega(\Delta t) \), where \( \Psi_{s}(\Delta t) = \exp \left[ W(\Omega_{s}) \Delta t \right] \) is the matrix of rotation on angle \( \Omega_{s} \) during \( \Delta t \) along axis \( \alpha \) at constant component \( \Omega_{\alpha} \) of \( \Omega = \mathbf{J}^{-1} SQ \).
As pointed out in the Introduction, the RESPA integration exhibits the resonance instability already at relatively small values of \( h \), even through \( n \gg 1 \). We will now consider the question of how to suppress such instabilities in the microcanonical ensemble.

C. Advanced energy-targeted approach

The main idea to efficiently reduce the MTS instabilities within the microcanonical (\( NVE \)) ensemble lies in the following. It is well known that the total energy of an isolated system remains constant, i.e., \( E(t) = E_0 = \text{const.} \), provided the equations of motion are solved exactly. In practice, however, we deal with an approximate integration, so that the total energy will not be conserved precisely. For this reason, it is quite natural to treat the desired equality \( E(t) = E_0 \), where \( E_0 = E(0) \), as a constraint imposed on the equations of motion in the \( NVE \) ensemble. The fact that the coordinates and velocities are connected by this constraint leads, in general, to the necessity of the introduction of constraint forces \( F_\lambda \) and torques \( \Xi_\lambda \). Because the energy is non-holonomic, they can be written\(^{87} \) in the form \( F_\lambda = -\lambda \partial E/\partial V = -\lambda \mu V \) and \( \Xi_\lambda = -\lambda \partial E/\partial \Omega = -\lambda J \Omega \). Note that the Lagrange multiplier \( \lambda \) is equal to zero in the hypothetical case of exactly produced phase trajectories (then the energy constraint will be satisfied automatically). In view of this, the above constraint forces and torques are virtual. They are aimed only at the compensation of uncertainties caused by the approximate character of the numerical integration.

In the presence of the energy constraint, the time propagation [Eq. (8)] modifies to

\[
\Gamma(t) = \left[e^{B_\lambda t} e^{B_n t} \left[e^{B_{\lambda n} t} e^{A_{\lambda} t} e^{B_{\lambda n} t} e^{A_{\lambda} t} e^{B_n t} e^{A_{\lambda} t}\right]^{n} e^{B_n t} e^{B_{\lambda n} t} e^{A_{\lambda} t}\right] \Gamma(0),
\]

where \( B_\lambda = \mu^2 F_\lambda/2, \partial \partial V \), and \( J^{-1} \Xi_\lambda, \partial / \partial \Omega \). The action of the exponential \( e^{B_{\lambda n} t} ) \) on \( V \) and \( \Omega \) results in \( e^{B_{\lambda n} t} ) (V, \Omega) = \exp(-\lambda h/2)(V, \Omega) \) or in the momentum representation

\[
e^{B_n t} (P, Q) = \exp(-\lambda h/2)(P, Q).
\]

After each time \( t = 1, 2, \ldots, t/h \), the current value of the Lagrange multiplier \( \lambda \) could be found by satisfying exactly the constraint \( E(t) = E_0 \), where \( E_0 = E(0) \) is the total energy of the system at time \( h \). Then, one obtains \( \lambda h/2 = -\ln(1 + \delta E/2) \), where \( \delta E = \left[1 - (E(t) - E_0)/T\right]^{1/2} - 1 \) at \( T = T(h) \) is the instantaneous kinetic energy of the system. A much more gentle way is to restore only a small fraction \( \xi \ll 1 \) of the energy deviation \( E(t) - E_0 \) when constructing the virtual viscosity. This yields \( \lambda h/2 = -\ln(1 + \delta E/2) \), where \( \delta E_0 = \left[1 - \xi (E(t) - E_0)/T\right]^{1/2} - 1 \). Taking into account that \( (E(t) - E_0)/T \sim \mathcal{O}(h^2) \), one finds \( \lambda h = \xi (E(t) - E_0)/T + \mathcal{O}(h^4) \).

The parameter \( \xi \ll 1 \) determines the strength of coupling of the system with an energetic bath. It can be defined as the ratio \( \xi = h/\tau \ll 1 \), where \( \tau \) is the relaxation time characterizing the bath. At \( \tau \to \infty \), we come to usual (unconstrained) microcanonical simulations. Note that formally putting \( \tau = h \) leads to the standard velocity rescaling scheme. Such a scheme must not be used because of possible numerical artifacts, such as violation of the equipartition theorem.\(^{68,69} \) In order to avoid any side effects, the quantity \( \tau \) should be large enough with respect to a characteristic time interval related to the correlation functions under investigation. On the other hand, it should be finite in order to properly provide the conservation of the total energy. It is interesting to remark that the proposed energy-targeted approach looks somewhat similar to the Berendsen thermostat.\(^{70,71} \) However, a crucial difference is that now our aim is to conserve the total energy instead of temperature. The latter together with the potential energy fluctuates according to the true microcanonical distribution, because the unphysical energy deviations are reduced to a minimum. This is in contrast to the Berendsen thermostat, where the velocity distribution does not necessarily satisfy the properties of the canonical ensemble.\(^{3,71,72} \)

The precision of the energy-targeted scheme can be improved further by using a so-called processed technique.\(^{35,52} \) It is based on canonical-like transformations of phase space for reducing the energy fluctuations in the microcanonical ensemble. For the case of the MTS integration with orientational degrees of freedom, such transformations of the real phase space \( \Gamma = \{ R, P, S, Q \} \) will read

\[
\Xi \Gamma = \Gamma = \{ \tilde{R}, \tilde{P}, \tilde{S}, \tilde{Q} \}.
\]

Taking into account the structure of the second-order error function \( E(h^2) \) in Eq. (8), one obtains

\[
\tilde{R} = R - h^2 \mu^{-1} [\alpha_k F_\lambda (\tilde{R}, \tilde{S})/n^2 + \alpha_k F_\mu (\tilde{R}, \tilde{S})],
\]

\[
\tilde{P} = P + h^2 [\beta_\mu \tilde{S}(\tilde{R}, \tilde{S})/n^2 + \beta_\mu \tilde{Q} (\tilde{R}, \tilde{S})],
\]

\[
\tilde{S} = S + \left(-J^{-1} \tilde{S}[\alpha_k \tilde{S}(\tilde{R}, \tilde{S})/n^2 + \alpha_k \tilde{Q}(\tilde{R}, \tilde{S})] + \mathcal{O}(h^2)\right) S,
\]

\[
\tilde{Q} = Q + [\beta_\mu \tilde{S}(\tilde{R}, \tilde{S})/n^2 + \beta_\mu \tilde{Q}(\tilde{R}, \tilde{S})] h^2,
\]

where \( \alpha_k^{t, r} \) and \( \beta_k^{t, r} \) are the parameters which will be defined later.

In view of Eqs. (10) and (12), the solution to the equations of motion can be cast in the form

\[
\Gamma(t) = \left[\Xi^{-1} e^{B_\lambda t} e^{B_n t} \left[e^{B_{\lambda n} t} e^{A_{\lambda} t} e^{B_{\lambda n} t} e^{A_{\lambda} t} e^{B_n t} e^{A_{\lambda} t}\right]^{n} e^{B_n t} e^{B_{\lambda n} t} e^{A_{\lambda} t}\right]^{t/h} \times \Gamma(0) + \mathcal{O}(h^2),
\]

where the single exponentials act now in the transformed phase space on \( \tilde{R} \) and \( \tilde{P} \) as well as \( \tilde{S} \) and \( \tilde{Q} \) using the same rules as for \( R, P, S, \) and \( Q \) [see Eqs. (9) and (11)]. Therefore, during the processed propagation [Eq. (14)], the operator \( \Xi \) first transforms the original phase point \( \Gamma \) to the time-step dependent pseudo-dynamical variables \( \tilde{\Gamma} \) [see Eq. (12)] according to Eq. (13). Further, the new variables are updated using Eqs. (9) and (11). The solution in the real phase space \( \Gamma \) is then decoded from \( \tilde{\Gamma} \) applying the inverse transformation \( \Xi^{-1} \tilde{\Gamma} \). Finally, the current total energy \( E_t \) is evaluated in the original space \( \{ R, P, S, Q \} \) to calculate the new value \( \lambda = (1/2\tau)(E_t - E_0)/K_\mu \) of the virtual friction coefficient. The procedure is repeated \( t = t/h \) times to obtain the phase point \( \Gamma(t) \) at any \( t \). Note that in order to reduce the computational overhead on the calculation of \( E_t \), the friction coefficient can be updated not so frequently but after a few \( (\kappa \sim 5) \) outer time steps.

It can be shown after cumbersome algebra using an error function analysis that the processed algorithm [Eq. (14)],
even at the absence of virtual forces \((\lambda = 0)\), exactly conserves the energy corresponding to a nearby Hamiltonian \(E + \Delta E + O(h^5)\), where the deviation from \(E\) [Eq. (7)] is \(\Delta E = \Delta E_t + \Delta E_r\). For instance, the translational motion contribution has the form\(^3\)

\[
\Delta E_t = \frac{\hbar^2}{\mu} \left[ \left( \frac{a_t'}{n^2} F_s \cdot F_s + (a_t' - 1/24) F_w \cdot F_w \right) + \left( \frac{a_t'}{n^2} + a_t' - 1/12 \right) F_s \cdot F_w + \left( \frac{\beta_t'}{n^2} - 1/12 \right) \left( F_s + (\beta_t' - 1/12) F_w \right) \cdot P \right]. \tag{15}
\]

The expression for the rotational part \(\Delta E_r\) is similar to Eq. (15) with formal replacements of \(F\) by \(S\) and \(P\) by \(Q\).

Thus, the parameters \(a_{t,s,w}^1\) and \(\beta_{t,s,w}^1\) should be chosen in such a way as to provide a minimum for the norm \(|\Delta E|\) of \(\Delta E\). The obvious choice for \(\beta\)-parameters is \(\beta_{t,s,w}^1 = 1/12\); since then, the terms with the time derivatives are canceled out completely. The \(\alpha\)-parameters should minimize the remaining terms of the norm \(|\Delta E|\). The latter depends on the ratios \(\gamma_t = |F_s|/|F_w|\) and \(\gamma_r = |S_s|/|S_w|\) of the norms \(|F_s|\) and \(|F_w|\) or \(|S_s|\) and \(|S_w|\). These norms represent in fact the root-mean-square values of the short- and long-ranged forces or torques acting on the molecules, i.e., \(|F_s| = (F_s \cdot F_s)^{1/2}\) and \(|F_w| = (F_w \cdot F_w)^{1/2}\) or \(|S_s| = (S_s \cdot S_s)^{1/2}\) and \(|S_w| = (S_w \cdot S_w)^{1/2}\), where \(\ldots\) denotes statistical averaging. The parameters \(a_{t,s,w}^1\) are then found from the extremum conditions \(\partial |\Delta E|/\partial a_{t,s,w} = 0\) and \(\partial |\Delta E|/\partial \alpha_{t,s,w} = 0\). This yields

\[
\alpha_{t,s,w}^1 = \frac{1}{24} \gamma^2 + \gamma^4 + n^2, \quad \alpha_{t,s}^1 = \frac{1 + \gamma^2 + \gamma^4(2 - 1/n^2)}{24(1 + \gamma^2 + \gamma^4)}, \tag{16}
\]

where \(\gamma \equiv \gamma_t \gamma_r\). The best choice for the MTS number \(n\) is to provide the integration of each component of motion on its own time scale with nearly the same (second-order) accuracy, so that \(n \sim \gamma^{1/2}\).

III. MD SIMULATIONS

The algorithms derived in Sec. II will now be examined in actual MD simulations. The system considered was the TIP4P model of water\(^5\) with one \((K = 1)\) rigid group containing \(M = 4\) interaction sites per molecule and no \((M' = 0)\) flexibly jointed atoms. We placed \(N = 512\) molecules in a cubic box of volume \(V = L^3\) to which the periodic boundary conditions are applied. The simulations were carried out at ambient density \(N/V = 1\) g/cm\(^3\) and temperature \(T = 293\) K. The Coulombic interactions were handled using the Ewald summation technique\(^73\) at \(R_o = L/2 = 12.417\) Å with \(\kappa_{\text{max}} = 8\) and \(\varsigma L = 7.251\). Here, \(R_o\) and \(\kappa_{\text{max}}\) are the cutoff radii in the radial and reciprocal space, respectively, while \(\varsigma\) denotes the screening parameter. In such a way, the total intermolecular forces \(F\) were found.

The strong \((s)\) component \(F_s\) of \(\mathbf{F}\) has been determined in the spirit of the near/far distance based approach\(^16,74-77\) with the help of Eq. (4) by replacing \(\psi'(r)\) with \(w(r)\psi'(r)\). The switching function was chosen in the form of the cubic spline\(^77\) \(w(r) = 1 - (10 - 15\eta + 6\eta^2)\eta\) with \(\eta = 1 + (r - r_0)/(r_0 - r_c)\) to smoothly change its value from 1 to 0 when increasing the interatomic distance \(r\) from \(r_0\) to \(r_c \leq L/2\). The weak \((w)\) component \(F_w\) of the intermolecular forces \(\mathbf{F} = \mathbf{F}_s + \mathbf{F}_w\) was then found by extracting \(\mathbf{F}_s\) from \(\mathbf{F}\), i.e., \(\mathbf{F}_w = \mathbf{F} - \mathbf{F}_s\). Such an approach appears to be more efficient than the straightforward real/reciprocal splitting of Coulombic interactions.\(^75,77\) Having \(\mathbf{F}_s\) and \(\mathbf{F}_w\), the intermolecular torques \(\mathbf{S} = \mathbf{S}_s + \mathbf{S}_w\) were decomposed into the strong \(\mathbf{S}_s\) and weak \(\mathbf{S}_w\) components exploiting Eq. (6) with formal replacement of \(\mathbf{F}\) by \(\mathbf{F}_s\) or \(\mathbf{F}_w\). Note that \(w(r) = 1\) for \(r \leq r_0\) and \(w(r) = 0\), if \(r \geq r_c\). The cutoff radius of the short-ranged interaction was \(r_0 = 9\) Å \(< R_o = L/2\) at the switching-on parameter \(r_0 = 3\) Å. For this choice, the ratios \(\gamma_t = |F_s|/|F_w|\) and \(\gamma_r = |S_s|/|S_w| = |G_s|/|G_w|\) of the strong to weak interactions were equal to \(\gamma_t \approx 30\) and \(\gamma_r \approx 16\), respectively.

The equations of motion were solved using the processed algorithm OMTS, its energy-targeted extension EOMTS, the energy-constrained version ERESPA, the single time step Verlet-like integrator, and the original RESPA scheme. All these algorithms are comprehensively described in Sec. II C [see Eqs. (10)–(17)]. Note that the first three of them are new. A lot of stepsizes \(h\) lying in the interval \(h \in [0.1, 20]\) fs were
FIG. 1. The averaged relative total energy fluctuations $\gamma$ in the microcanonical MD simulations of ambient TIP4P water corresponding to different algorithms with various time steps $h$.

employed for each integrator. For the constrained schemes EOMTS and ERESPA, the relaxation time of the virtual energetic bath was taken to be $\tau = 200$ fs. The MTS parameter was equal to $n = 5 \approx \max(\gamma_t, \gamma_r)^{1/2}$. All MD runs were started from an identical well equilibrated initial configuration $\rho(0)$. Extremely long duration simulations with the total number $l = t/h = 10^6$ of steps have been performed to analyze numerical stability of the time propagation. The accuracy of the integration was measured in terms of the ratio $\gamma = \left[ \frac{(E^2)/\langle E \rangle^2 - 1}{(U^2)/\langle U \rangle^2 - 1} \right]^{1/2}$ of the total energy fluctuations to the fluctuations of the potential energy $U$. We mention that in the microcanonical ensemble, the full energy is a constant of motion, $E = \text{const.}$, leading to $\gamma \equiv 0$. In approximate MD simulations, however, the total energy is not conserved exactly, so that smaller values of $\gamma \neq 0$ indicate a better precision of the integration.

The dependency of the averaged relative total energy fluctuations $\gamma$ on the size of the outer time step $h$, obtained in the MD simulations of the TIP4P model of water at the fixed length $t/h = 10^6$ with the help of the EOMTS algorithm, is shown in Fig. 1. For comparison, the corresponding functions $\gamma(h)$ related to the Verlet, RESPA, ERESPA, and OMTS integrators are also included. As can be seen, the STS Verlet scheme becomes unstable already at $h > h_{STS} \approx 5$ fs, where it is inapplicable because of too large energy fluctuations ($\gamma \gtrsim 10\%$). More efficient simulations are observed within the RESPA and OMTS integrators, where the maximum allowable size of the outer step increases to $h \sim 8$ fs. At the same time, in the usual region $h \lesssim 5$ fs, the OMTS scheme provides much more precise integration than RESPA. However, the best result is achieved within the energy-targeted ERESPA and EOMTS algorithms. They allow us to use considerably larger outer time steps up to values of $h \sim 15$ fs. Such values are close to the upper theoretical limit $h_{MTS} = \min(\gamma_t, \gamma_r)^{1/2} h_{STS} \approx 20$ fs inherent in the microcanonical MD simulations. Moreover, at moderate and small time steps of $h \lesssim 10$ fs, the EOMTS algorithm is able to significantly decrease the unphysical energy fluctuations, compared to the ERESPA scheme. For $h \lesssim 5$ fs, the processed algorithm OMTS and its energy-targeted version EOMTS lead practically to the same energy conservation.

Samples of the normalized deviations $\delta E(t) = (E(t) - E_0)/E_0$ of the total energy $E$, obtained at the most characteristic time steps within the standard RESPA and processed OMTS algorithms as well as within their energy-targeted counterparts ERESPA and EOMTS, are plotted in Fig. 2 versus the length $t/h$ of the simulations. We see that the
ERESPA and EOMTS integrators demonstrate excellent stability properties. For instance, the EOMTS instantaneous energy \( E(t) \) stays near its initial level \( E_0 \), even after \( t/h = 10^6 \) steps with large sizes of \( h = 15 \) fs. This is contrary to the non-constrained RESPA and OMTS schemes which beginning from relatively small values \( h = 8 \) fs clearly exhibit the instability due to the MTS resonance. The influence of this resonance on the RESPA and OMTS results increases rapidly with increasing \( h \) so that already at \( h > 8 \) fs, such schemes cannot be used. On the other hand, the resonance instability is efficiently eliminated by the proposed ERESPA and EOMTS algorithms up to time steps of order \( h \sim 15 \) fs.

It is worth emphasizing that as in the non-constrained integrators, the full energy \( E \) within the ERESPA and EOMTS algorithms is not conserved exactly. Instead, it fluctuates around the initial value \( E_0 \) almost with the same local magnitude as in the RESPA and OMTS integrators (see Fig. 2). This is because a very small portion \((1/2)\) of the deviation \( (E(t) - E_0)/T \) was used to build the constrained forces and torques. Since the relaxation time of the energetic bath was chosen to be \( \tau = 200 \) fs, the fraction \((1/2)\) does not exceed a value of 3.75%, even at \( h \sim 15 \) fs. At such a choice of \( \tau \), the virtual forces \( \mathbf{F}_v \) and torques \( \mathbf{\Xi}_v \) appear to be negligibly small not only with respect to the original strong (short-ranged) interactions, but also with respect to the weak (long-ranged) forces and torques as well. In particular, the ratios of strengths \( |\mathbf{F}_v|/|\mathbf{F}_w| \) and \( |\mathbf{\Xi}_v|/|\mathbf{\Xi}_w| \) were 1% at \( h = 15 \) fs or less for smaller time steps. Thus, Eq. (11) corresponds to a very mild rescaling of translational and angular velocities [which is applied in Eq. (10) after each outer time step]. Despite the smallness of the virtual interactions, they have allowed us to achieve an amazing stabilizing effect on the conservation of the total energy during the long-term microcanonical MTS simulations.

In order to ensure that the new algorithms indeed postpone the appearance of the MTS resonances to larger time steps without any masking effects, we have performed additional measurements concerning some other characteristic observable quantities. They include the oxygen-oxygen (OO), hydrogen-hydrogen (HH), and oxygen-hydrogen (OH) radial distributions \( g_{OO}(r) \), \( g_{HH}(r) \), and \( g_{OH}(r) \), as well as the velocity time autocorrelation function \( \Phi(t) = \langle V(0) \cdot V(t) \rangle \). The calculation of such quantities at various time steps is also important for testing in our case, since it enables us to quantify sampling and dynamical accuracy. Note that the energy conservation is built in, to some extent, within the proposed approach. Hence, despite the fact that the total energy is not required to be conserved exactly (see the preceding paragraph), just the stability of its fluctuations might not guarantee a high accuracy overall.

The precision of the calculation of \( g_{OO}(r) \), \( g_{HH}(r) \), and \( g_{OH}(r) \) was estimated using the normalized sum \( \Sigma = (\chi_{OO} + \chi_{HH} + \chi_{OH})/3 \) of the three relative root-mean-square deviations \( \chi = (\int_0^{h/2} [g(r) - g_0(r)]^2 dr/\int_0^{h/2} g_0^2(r) dr)^{1/2} \) of \( g(r) \) from the “exact” counterparts \( g_0(r) \) corresponding to the OO, HH, and OH distribution functions. The “exact” values \( g_0(r) \) were precalculated employing the Verlet integrator (i.e., RESPA at \( n = 1 \)) with a small time step of \( h = 1 \) fs and a long simulation length of \( t/h = 10^6 \) to minimize any possible numerical uncertainties. The quantity \( \Sigma \) as a function of \( h \) and \( t \) is presented correspondingly in Figs. 3(a) and 3(b) for the Verlet, RESPA, and EOMTS algorithms. As can be seen, the EOMTS curves remain stable up to \( h \sim 16 \) fs. Moreover, here no resonance appears at any intermediate values \( h < 16 \) fs. Some decrease of \( \Sigma \) with increasing \( h \) in the range \( h \in [0, 16] \) fs can be explained by lowering of statistical noise (because at fixed \( t/h \), the observation time \( t \) increases with rising \( h \)). For the same reason, in the stability region the EOMTS values of \( \Sigma \) decrease with increasing \( t \) at fixed \( h \). However, beginning from \( h \gtrsim 17 \) fs, the function \( \Sigma(h) \) grows rapidly when \( h \) increases due to the MTS resonance. A similar behavior can be observed in the case of the RESPA and Verlet integrators, but at considerably smaller values of the time step, namely, at \( h \gtrsim 8 \) fs and \( h \lesssim 5 \) fs, respectively. This confirms the conclusions made above when discussing the results of Figs. 1 and 2 on the energy conservation.

The first coordination numbers \( N = \int_0^{h/2} 4\pi r^2 g(r) dr \) corresponding to the distribution functions \( g_{OO}(r) \), \( g_{HH}(r) \), and \( g_{OH}(r) \) of the TIP4P water, obtained in the MD simulations by using the EOMTS algorithm, are shown in Fig. 4(a) with circles for many stepsizes from \( h = 1 \) fs to \( h = 20 \) fs in 1 fs interval. Here, \( r_1 \) denotes the rightmost position starting from \( r = 0 \) whereon \( g(r) \) is approximately zero, while \( r_2 \) relates to the first minimum, i.e., \([r_1, r_2] \) is the region around the first peak of \( g(r) \). We see that the coordination numbers are nearly independent of \( h \) in a wide range of values up to an order of \( h \sim 17 \) fs. Slight deviations from the dashed horizontal lines (“exact results”) are caused by the statistical noise, which is non-zero because of the finiteness of the observation time \( t \). Only at longer stepsizes of \( h \gtrsim 17 \) fs, the deviations become too large due to the MTS instability, which is consistent with the results of Fig. 3. The example of the radial distribution functions \( g_{OO}(r) \), \( g_{HH}(r) \), and \( g_{OH}(r) \) calculated in the EOMTS MD simulations with \( h = 16 \) fs is presented with circles in Fig. 4(b), together with their “exact” counterparts (solid curves). The data related to the RESPA integrator with \( h = 10 \) fs are shown as well, in order to demonstrate its clear inferiority with respect to the EOMTS integrator. It is readily seen that the deviations between the “exact” and RESPA
curves are big enough already at $h = 10$ fs. At the same time, the EOMTS algorithm still continues to produce the radial functions with a high precision, even at a considerably larger step of $h = 16$ fs.

The accuracy of the evaluation of the velocity time autocorrelation function $\Phi(t)$ was measured in terms of the dimensionless root-mean-square deviations $\Sigma_V = \frac{1}{N h^0} \left( \int_0^t (\Phi(t) - \Phi_0(t))^2 dt \right)^{1/2}$ of $\Phi(t)$ from the “exact” counterpart $\Phi_0(t)$. Note that $\Phi_0(t) \approx 0$ at $t > t_0$, where $t_0 = 1$ ps, while $\Phi_0(0) = 3k_B T/m_{H_2O}$ with $k_B$ and $m_{H_2O} = m_O + 2m_H$ being correspondingly the Boltzmann constant and the mass of the water molecule. The function $\Phi_0(t)$, like $g_0(r)$, was precisely precalculated using the Verlet integrator at $h = 1$ fs. The dependency of $\Sigma_V$ on $h$ (at fixed $t/h = 10^9$) is plotted in Fig. 5(a) for the cases of the Verlet, RESP, and EOMTS integrators. Such a dependency is very similar to that concerning the radial distribution functions [see $\Sigma(r)$ in Fig. 3(a)]. Indeed, the Verlet and RESP algorithms again exhibit the instabilities already at relatively small steps of order $h \gtrsim 5$ and 8 fs, respectively. At the same time, the EOMTS approach does not lose its precision up to $h \sim 16$ fs. We see, therefore, that the estimations made on the basis of the relative total energy fluctuations $\Upsilon$ [see Fig. 1] for the maximum allowable steps of the algorithms considered are in excellent accord with those followed from the real accuracies $\Sigma$ and $\Sigma_V$ of the observable quantities $g(r)$ and $\Phi(t)$.

Finally, the normalized translational velocity time autocorrelation function $\Lambda(t) = \Phi(t)/\Phi(0)$ of the TIP4P water, calculated in the EOMTS MD simulations at $h = 16$ fs, is presented in Fig. 5(b) by circles in comparison with the “exact” data (solid curve) and the RESPA result at $h = 10$ fs (dashed curve). As in the case of the radial functions [Fig. 4(b)], the deviations between the RESPA and “exact” curves are big enough already at $h = 10$ fs. On the other hand, the EOMTS and “exact” results are practically indistinguishable, even at $h = 16$ fs. We have also verified the fulfillment of the equipartition theorem by measuring the partial temperatures corresponding to translational and rotational degrees of freedom. Such temperatures were very close to the desired value $T = 293$ K and the difference between them did not exceed 1% when $h < 16$ fs. The absence of any artifacts within the stability region in the EOMTS quantities investigated above is due to the smallness of the virtual interactions used in the energy-targeted approach.

It is interesting to remark that the results obtained by the ERESPA and EOMTS algorithms appear to be almost independent, in the wide range $1 \leq \kappa \lesssim 10$ on the number $\kappa$ of outer time steps after which the virtual viscosity $\lambda = \frac{1}{2} (E - E_0)/K$ is updated. Thus, the total computational costs can be made nearly the same as in the case of the RESP scheme. For instance, the overhead on the calculation of the full energy $E$ decreases from 25% to 5% when $\kappa$ increases from 1 to 5. In addition, it has been realized that all the calculated quantities presented in Figs. 1–5 for $\kappa = 1$ are not affected by such an increase. As an example, the function $\Upsilon(h)$ corresponding to the EOMTS algorithm with $\kappa = 5$ is shown in Fig. 1 by the long dashed thin curve. It lies very close to the solid curve related to the case $\kappa = 1$.

Note also that the barrier $h \sim 16$ fs can be shifted to larger values using more aggressive rescaling of translational and angular momenta. This can be done by decreasing the virtual relaxation time down to $\tau = h$. However, in such a case, despite the achieved stability in the conservation of the total energy, the observable quantities will significantly differ from their “exact” values. Moreover, the equipartition theorem will then be violated, leading to too large deviations between the partial temperatures. On the other hand, the maximal allowable steps can be enlarged by increasing the cutoff radius $r_c$ (then $\Upsilon$ increases as well). But, this inflates the calculation cost of the short-ranged interactions, reducing the efficiency of the MTS integration.

IV. CONCLUSION

In summary, we have developed a novel multiple time step approach to avoid the resonance instabilities in microcanonical MD simulations. It combines a new energy-constrained technique with a generalization of the phase-transforming scheme to the case when not only translational but also rotational degrees of freedom are presented in the
system. As demonstrated for water, the proposed approach allows one to considerably increase the size of the MD time step in comparison with the standard microcanonical MTS schemes. Such an increase gives the possibility to reduce the number of expensive long-ranged force and torque recalculations when integrating the equations of motion, leading to a speedup of the MD simulations. Moreover, the new algorithms derived are explicit and able to exactly reproduce the structures of rigid molecular segments without involving any iteration procedures, thus further improving the efficiency of the MD computations.
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