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Radiation reaction in 241 electrodynamics
Yu.Yaremko

Abstract. We discuss the radiation reaction problem for an electric
charge moving in flat space-time of three dimensions. We calculate
energy-momentum and angular momentum carried by electromagnet-
ic field of the accelerating point-like charge. We decompose them into
bound and radiative components. The bound terms are absorbed by in-
dividual particle’s characteristics within the renormalization procedure.
Radiative terms together with already renormalized three-momentum
and angular momentum of point-like charge constitute the total con-
served quantities of our particle plus field system. Their differential con-
sequences yield the effective (integro-differential) equation of motion of
radiating charge in an external electromagnetic field.
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1. Introduction

Recently [1,2], there has been considerable interest in renormalization
procedure in classical electrodynamics of a point particle moving in flat
space-time of arbitrary dimensions. The main task is to derive the ana-
logue of the well-known Lorentz-Dirac equation [3]. The Lorentz-Dirac
equation is an equation of motion for a charged particle under the influ-
ence of an external force as well as its own electromagnetic field. (For a
modern review see [4-6].)

A special attention in [1,2] is devoted to the mass renormalization
in 2 + 1 theory. (Note that electrodynamics in Minkowski space M3 is
quite different from the conventional 3 + 1 electrodynamics where one
space dimension is reduced because of symmetry of specific problem. For
example, small charged balls on a plane are interacted inversely with the
square of the distance between them, while in M3 the Coulomb field of
a small static charged disk scales as |r|~1.) An essential feature of 2 + 1
electrodynamics is that Huygens principle does not hold and radiation
develops a tail, as it is in curved space-time of four dimensions [7] where
electromagnetic waves propagate not just at the speed of light, but all
speeds smaller than or equal to it.

In Refs. [1,2] the self-force on a point-like particle is calculated from
the local fields in the immediate vicinity of its trajectory. The schemes
involve some prescriptions for subtracting away the infinite contributions
to the force due to the singular nature of the field on the particle’s
world line. In [2] the procedure of regularization is based on the methods
of functional analysis which are applied to the Tailor expansion of the
retarded Green’s function. The authors derive the covariant analogue of
the Lorentz-Dirac equation which is something other than that obtained
in [1]. Both the divergent self-energy absorbed by "bare" mass of point-
like charge, and the radiative term which leads an independent existence,
are non-local. (They depend not only on the current state of motion of
the particle, but also on its past history.)

In this paper we develop a consistent regularization procedure which
exploits the symmetry properties of 2 + 1 electrodynamics. It can be
summarized as a simple rule which obeys the spirit of Dirac scheme of
decomposition of vector potential of a point-like charge.

According to the scheme proposed by Dirac in his classical paper
[3], one can decompose retarded Green’s function associated with four-
dimensional Maxwell field equation G"¢!(z, 2) = G*Y™ (x, z) + G"*%(x, 2).
The first term, G*¥™(x, z), is one-half sum of the retarded and the ad-
vanced Green’s functions; it is just singular as G™!(x,z). The second
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one, G"%(x, z), is one-half of the retarded minus one-half of the advanced
Green’s functions; it satisfies the homogeneous wave equation. Convolv-
ing the source with the Green’s functions G*¥™(z, z) and G"%(x, z) yield
the singular and the radiative parts of vector potential of a point-like
charge, respectively.

The analogous decomposition of Green’s function in curved space-
time is much more delicate because of richer causal structure. Detweil-
er and Whiting [9] modify the singular Green’s function by means
of two-point function v(z, z) which is symmetric in its arguments. It
is constructed from the solutions of the homogeneous wave equation
in such a way that a new symmetric Green’s function G°(z,2) =
G*¥™(x, z) + 1/(8m)v(x, z) has no support within the null cone.

It is obvious that the physically relevant solution to the wave equa-
tion is the retarded solution. In [10] the Lorentz-Dirac equation is de-
rived within the framework of retarded causality. Teitelboim substitutes
the retarded Liénard-Wiechert fields in the electromagnetic field’s stress-
energy tensor and computes the flow of energy-momentum which flows
across a tilted hyperplane which is orthogonal to particle’s four-velocity
at instant of observation. The effective equation of motion is obtained
in [10] via consideration of energy-momentum conservation. Similarly,
Lépez and Villarroel [11] find out the total angular momentum carried
by electromagnetic field of a point-like charge. Outgoing waves carry
energy-momentum and angular momentum; the radiation removes en-
ergy and angular momentum from the source which then undergoes a
radiation reaction. It is shown [12] that the Lorentz-Dirac equation can
be derived from the energy-momentum and angular momentum balance
equations. In ref. [13] the analogue of the Lorentz-Dirac equation in
six dimensions is obtained via analysis of 21 conserved quantities which
correspond to the symmetry of an isolated point particle coupled with
electromagnetic field. (Firstly this equation was obtained by Kosyakov
in [14] via the consideration of energy-momentum conservation. An alter-
native derivation was produced by Kazinski, Lyakhovich and Sharapov
in [2].)

In non-local theories the computation of Noether quantities is highly
nontrivial. Quinn and Wald [15] study the energy-momentum conserva-
tion for point charge moving in curved spacetime. The Stokes’ theorem is
applied to the integral of flux of electromagnetic energy over the compact
region V(t+,¢7). It is expanded to the limits ¢~ — —oco and T — +oo0,
so that finally the boundary of the integration domain involves smooth
spacelike hypersurfaces at the remote past and in the distant future . The
spacetime is asymptotically flat here. The authors prove that the net en-
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ergy radiated to infinity is equal to the total work done on the particle by
the electromagnetic self-force. (DeWitt-Brehme [7,8] radiation-reaction
force is meant.) It is shown also [15] that the total work done by the
gravitational self-force is equal to the energy radiated (in gravitational
waves) by the particle. (The effective equation of motion of a point mass
undergoing radiation reaction is obtained in [16]; see also review [18]
where the motion of a point electric charge, a point scalar charge, and a
point mass in curved spacetime is considered in details.)

In [17] Quinn derives the effective equation of motion of a point
particle coupled with scalar field moving in curved spacetime. The author
establishes that the total work done by the scalar self-force matches the
amount of energy radiated away by the particle.

In the present paper we calculate the total flows of energy-momentum
and angular momentum of the retarded field which flow across a hyper-
plane ¥y = {y € M3 : y° = ¢} associated with unmoving observer.
The field is generated by a point-like charge arbitrarily moving in flat
Minkowski space M3 of three dimensions. This paper is organized as
follows. In Section 2 we recall the retarded and the advanced Green’s
functions associated with three-dimensional D’Alembert operator. Con-
volving them with the point source, we derive the retarded and the
advanced vector potential and field strengths. In Section 4 we trace a
series of stages in calculation of surface integral which gives the energy-
momentum carried by the retarded electromagnetic field. (Details are
given in Appendices.) We introduce appropriate coordinate system cen-
tered on an accelerated world line and we express the components of
the Maxwell energy-momentum tensor density in terms of these curvi-
linear coordinates. We integrate it over the variables which parametrize
the surface of integration ¥;. Resulting expression becomes a combina-
tion of two-point functions depending on the state of particle’s motion
at instants ¢; and to before the observation instant ¢. They are inte-
grated over particle’s world line twice. We arrange them in Section 3.
We split the momentum three-vector carried by electromagnetic field in-
to singular and radiative parts by means of Dirac scheme which deals
with fields defined on the world line only. All diverging quantities have
disappeared into the procedure of mass renormalization while radiative
terms lead independent existence. In analogous way we analyze the an-
gular momentum of electromagnetic field. Total energy-momentum and
total angular momentum of our particle plus field system depend on
already renormalized particle’s individual characteristics and radiative
parts of “electromagnetic” Noether quantities. Having differentiated the
conserved quantities we derive the effective equation of motion of radi-
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ating charge. In Section 5 we discuss the result and its implications.

2. Electromagnetic potential and electromagnetic
field in 2-+1 theory

We consider an electromagnetic field produced by a particle with -
shaped distribution of the electric charge e moving on a world line
¢ C M3 described by functions z*(7) of proper time 7. The Maxwell
equations

FoP 5 =omj (2.1)

where current density j¢ is given by

“+oo
o e /_ dru (1)6® (y — 2(7)) (2.2)

governs the propagation of the electromagnetic field. u®(7) denotes
the (normalized) three-velocity vector dz®(7)/dr and 6®)(y — z) =
5y — 22)6(yt — 21)8(y? — 2?) is a three-dimensional Dirac distribution
supported on the particle’s world line ¢. Both the strength tensor F*8
and the current density j* are evaluated at a field point y € M3. (We
choose Minkowski metric tensor 7,3 = diag(—1,1, 1) which we shall use
to raise and lower indices. Greek indices run from 0 to 3, and Latin indices
from 1 to 2; summation over repeated indices understood throughout the
paper.)
We express the electromagnetic field in terms of a vector potential,
F = dA. We impose the Lorentz gauge A® o = 0; then the Maxwell field
equation (2.1) becomes
OA® = =275, (2.3)

In 2+1 theory the retarded Green’s function associated with the
D’Alembert operator [ := n%%9, 05 has the form [1,2]

re 0y —20 — |y —x
Gy (y, 2) = ( _2U(y| = D, (2.4)

O(y° — 2 — |y — x]|) is step function defined to be one if y — 20 >

|y — x|, and defined to be zero otherwise. Synge’s world function o (y, )
is numerically equal to half the squared distance between y and z:

o(y,7) = gasly” — 2°)(5" — ). (25)
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The first is y, to which we refer the "field point", while the second is «,
to which we refer the "emission point".

(We choose Minkowski metric tensor 7,4 = diag(—1,1,1) which we
shall use to raise and lower indices. Greek indices run from 0 to 3, and
Latin indices from 1 to 2; summation over repeated indices understood
throughout the paper.)

While in four-dimensional Minkowski spacetime the retarded Green’s
function has support on the future light cone of the emission point z, in
2 4 1 electrodynamics its support extends inside the light cone as well.

Using the retarded Green function (2.4) and the charge-current den-
sity (2.2) we construct the retarded Liénard-Wiechert potential in three
dimensions. Denoting K* = y* — z*(7) the unique timelike (or null)
geodesic connecting a field point y to the emission point z(7) € ¢, we
arrive at oo

Arel(y) = e/ aro(K° — [K|)—22D)__ (2.6)
where "dot" denotes the scalar product of three-vector K on itself (it
is equal to double Synge’s function of field point y and emission point

We now turn to the calculation of electromagnetic field Fﬁﬁt =
At — 0, A7t generated by an arbitrarily moving point-like charge.
It consists of two quite different terms. The first term is due to differen-
tiation of #-function involved in the vector potential (2.6):

. e u, Ky —u, K,
m
T—sret _( l{ . l{) _(B . u)

(2.7)

77 (y) denotes the proper-time parameter at point on the world line
which links with y by the unique future-directed null geodesic. Since
77¢(y) is the root of algebraic equation K° — |K| = 0 the J-term (2.7)
diverges.

The second term is

Foo K, —uK
F® = —e/ dro(K° — [K|)2ev — M tn

o [—(K - K)]3/2
T () u K, —u K,
= e/ioo TW. (2.8)

We see that the strength tensor F' l’;ﬁt of the adjunct electromagnetic field
consists of terms proportional to §— and #—functions: £t = FO) 4 F0),
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Figure 1. In four dimensions the retarded (advanced) field at observation point
P(y) is generated by a single event in spacetime: the intersection of the world
line and P’s past (future) light cone. In three dimensions the retarded field de-
pends also on the particle’s history before 77¢(y). The advanced field depends
on the particle’s history after 7% (y). The vector K is a vector pointing from
the emission point z(7) € ¢ to field point P.

The terms separately are singular. But the singularity, however, can be
removed from the sum of F'(®) and F(?). Using the identity

1 1 d 1

—(K-K)P2 ~ —(K-u)dr \/—(K - K) (2.9)
in eq.(2.8) yields
0 _ _ e u, Ky —u, K, =7 (y)
Far = —(K-K) —(K-u) |.__. (2.10)
7et auKV B aUKM
’ e/ m {at
u, Ky, —u, K, »

after integration by parts. Summing up (2.7) and (2.10) and taking into
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account that 1/,/—(K - K) vanishes whenever 7 — —oo!, we finally
obtain the expression

Fret

aNK U/\K[I—I—(K-a)]}

/ m{ e
(2.11)

which is regular on the light cone. (It diverges on the particle’s trajectory
only.) Symbol A denotes the wedge product. The invariant quantity

r=—(K-u) (2.12)
= ~Tap(y® — 2%(m)u’(7)

is an affine parameter on the time-like (null) geodesic that links y to
z(7); it can be loosely interpreted as the time delay between y and z(7)
as measured by an observer moving with the particle. When 7 = 77 (y))
parameter r is also the spatial distance between z(77¢*) and y as mea-
sured in this momentarily comoving Lorentz frame.

In three dimensions the advanced Green’s function

0(—y° +2° — |y —x|)

Gat = 2.13
) = = (213)
is nonzero in the past of z. The advanced strength tensor
—+oo
A dr aNK uANK

Fad”(y)ze/ { + 1+ (K- a)]}
rede(y) /=(K-K) L7 r o
2.14

is generated by the point charge during its entire future history following
the advanced time associated with y (see figure 1).

3. Equation of motion of radiating charge

In this section we derive the "three-dimensional" analogue of the
Lorentz-Dirac equation via analysis of the energy-momentum and an-
gular momentum balance equations. The momentum three-vector car-
ried by electromagnetic field is calculated in the next Section and in
Appendices D, E, and F; the total angular momentum is obtained in
Appendix G. We split the Noether quantities into bound (singular) and
radiative (regular) parts. Energy-momentum and angular momentum of

1We assume that average velocities are not large enough to initiate particle creation
and annihilation, so that "space contribution" |K| can not match with an extremely
large zeroth component K°.
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"bare" sources absorb the bound terms within regularization procedure.
Already renormalized characteristics of charged particles are proclaimed
to be finite. Together with radiative terms, they constitute the total
energy-momentum and angular momentum of our particle plus field sys-
tem which are properly conserved.

To find out electromagnetic field’s energy-momentum we integrate
the Maxwell energy-momentum tensor density over the plane ¥y = {y €
M3 : y° = t}. The resulting expressions (4.3.6) and (4.3.7), presented in
the next Section, can be rewritten in manifestly covariant fashion:

o) = 5 [ a2l (3.1)

T T1
e? [m dm Lm dr {_ Fe g

87’187’2 (20’)3/2

+18(u’2‘> 1(’“)(1/1‘)]

2071 \\20 2 019 \\/20 '

(We omit structureless terms which arise due to choice of non-covariant
surface of integration.) Index 1 indicates that particle’s velocity or posi-
tion is referred to the instant 7 €]—o0, 7] while index 2 says that the par-
ticle’s characteristics are evaluated at instant 75 < 71. Here ¢ = 24 — 28
defines the unique timelike geodesic connecting a field point z(71) € ¢ to
an emission point z(72) € ¢; by ¢ we mean the Synge’s world function
(2.5) of z1 and z9, taken with opposite sign:

o(r,m2) = —%(Q-Q)- (3.2)

Two double integrals over (proper) time variables (one about the other)
describe integration over the domain D, = {(r,m) € R? : 7y €] —
00, 7], 72 < 11}

We have to decompose the expression eq.(3.1) into singular and reg-
ular parts. Following ref. [2], we postulate that splitting should satisfy
the conditions:

e proper non-accelerating limit of singular and regular parts;
e proper short-distance behavior of regular part;

e Poincaré invariance and reparametrization invariance.
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By "proper short-distance behavior" we mean the finiteness of integrand
at the edge 7o = 7 of the domain D..

So, we take one-half of the first term in between the square brackets
under the double integral signs in eq.(3.1):

1 0% ¢ 1 (ur-u2)g” (33)
20101 (20)3/2  2[—(q-q)]3/? '
and add the second term
L ()1 o )
20m \V2o/) 2[-(q¢-q]¥?* '
It is convenient to rewrite the resulting expression as follows:
1 —uSqh + ubq®
Ho= g g —2r— 22 3.5
P2 = 5T (g P (35)
We introduce the function
T1 Py P73 + u#qa
Glet(T1) = €2u1.a/ de—u2q 2 (3.6)
' N (R

which is intimately connected with the retarded field (2.11) generated at
point z(71) € ¢ by the portion of the world line that corresponds to the
interval —oo < 19 < 779
o2
Gﬁct( ) = 3alll - euLaFr%t (Tl) (37)

(It may be checked via integration by parts.)
Next we take the remaining one-half of the first term and add the
third term:

_1 (w1 -u2)g" 1 (Ug q)ul _ lu M
2[—(q- q)]3/2 + 21 (q- )]3/2 9 2« —(q- q)]3/2 . (3.8)

We change the order of integration of this term over D;:
—ufqh +uyg”
— dT1 dTg’u,g o _( )]3/2 (39)

_ —ufq’ +ujq”
= —/ dT2u2a/ d7’1 [ ( )]3/2
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and interchange indices "first" and "second". Taking into account that
q(m2, ) = —q(71, T2), we finally obtain:

< / dryti / el +)]?/3 . (3.10)

The integrand coincides with that under integral sign in the right-hand
side of eq.(3.6) while the domain of inner integration corresponds to the
interval 7 < 75 < 7. We introduce the function

T

_uaqu + ugqa
Gl V(TlaT)Zezma/ dry—2—— 21
d “ [—(q-q)]3/2

If the instant of observation 7 tends to 400, this function can be rewrit-
ten as

(3.11)

2
e
G:dv(ﬁ) = ?allt - eul,aF&dV(Tl) (3.12)

The second term is convolution of velocity with the advanced field (2.14)
generated at point z(71) € ¢ by the portion of the world line that cor-
responds to the interval [r1,4o00[. The relations (3.7) and (3.12) are
symmetric upon future and past.

We see that the double integral in eq.(3.1) can be expressed as one-
half of G,et minus one-half of G,4, integrated over the world line {. For
this reason we proclaim the expression

3/ dnlGan) - Gl (.7 (3.1

o fon [

3

o=

S
Il

u u
I 2@1]

1
2[~(g- g

the radiative part of energy-momentum carried by electromagnetic field.
The situation is pictured in figure 2.

We evaluate the short-distance behavior of the expression under the
double integral in eq.(3.13). Let 71 be fixed and 71 — 75 := A be a small
parameter. With a degree of accuracy sufficient for our purposes

V=(g-q) =A (3.14)

A u A2
A uﬁb—al2 +alf — G

"
A2
ub = uf —afA+af— 5
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Substituting these into integrand of the double integral of eq.(3.13) and

passing to the limit A — 0 yields regular expression

1 —uSqh +ubq® 1 —ulgh + ulq® 1 1,
24 24 +§uz,a—[_1é : q)]31/g = g(a1)2uf—ﬁaf.

(3.15)
Therefore the subscript "R" stands for "regular" as well as for "radia-
tive".
Alternatively, choosing the linear superposition

=5 [ aniGhm + Gl (319)

— 00

Hm | uga———2—
o |27 (g P

we restore the first term in the right-hand side of eq.(3.1). Indeed, having
integrated the half-sum of functions (3.6) and (3.11) over ¢ we obtain

o2 / uh TI=T o2 T w To=T1
wo_ 2
Py = — dry ——=—— + = dmy
S 2 20(71,T2) 2 20 (11, T2)
T1=T:
u
_ _ut(r) (3.17)

\/207'7'2

Since this non-local term diverges, in eq.(3.16) the subscript "S" stands
for "singular" as well as "symmetric".

In specific case of uniformly moving charge /20(7,72) = 7 — T2.
Hence p§(7) coincides with that obtained in Appendix A where recti-
linear uniform motion is considered (see eq.(A.14)). Since the bracketed
integrand in (3.13) vanishes if u* = const, non-accelerating charge does
not radiate.

We therefore introduce the radiative part pr of energy-momentum
and postulate that it, and it alone exerts a force on the particle. Singular
part, ps, should be coupled with particle’s three-momentum, so that
"dressed" charged particle would not undergo any additional radiation
reaction. Already renormalized particle’s individual three-momentum,
say Ppart, together with pgr constitute the total energy-momentum of
our particle plus field system: P = ppart + pr. Since P does not change
with time, its time derivative yields

pgart(T) = _pﬁ (318)
_ _e_Q/T ds [, TUSQFukg o —ulqt + kg
2 ) LT [20(7,5)2 " 20(r,8)]2

(The overdot means the derivation with respect to proper time 7.) Here
index 7 indicates that particle’s velocity or position is referred to the
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04

P22

#1,

Figure 2. The term (3.6) with integration over the portion of the world line
before 71 we call "retarded". The term (3.11) with integration over the por-
tion of the world line after 71 we call "advanced". For an observer placed at
point z(71) € ¢ the regular part (3.13) of electromagnetic field momentum
looks as the combination of incoming and outgoing radiation. And yet the re-
tarded causality is not violated. We still consider the interference of outgoing
waves presented at the observation instant 7. The electromagnetic field carries
information about the charge’s past.
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observation instant 7 while index s says that the particle’s characteristics
are evaluated at instant s < 7.

Our next task is to derive expression which explain how three-
momentum of "dressed" charged particle depends on its individual char-
acteristics (velocity, position, mass etc.). We do not make any assump-
tions about the particle structure, its charge distribution and its size. We
only assume that the particle 3-momentum pp,, is finite. To find out the
desired expression we analyze conserved quantities corresponding to the
invariance of the theory under proper homogeneous Lorentz transforma-
tions. The total angular momentum, say M, consists of particle’s angular
momentum z A ppare and radiative part of angular momentum carried by
electromagnetic field:

MM = 2 pF i (T) = 27 Ppar () + ME” (7). (3.19)

(Singular part is absorbed by ppart.) The last term is calculated in Ap-
pendix G:

2 T T1
e 1% 1%
MEV = b} / dr / dry (prlﬁ - leﬁ + nggl - 22p§1) (3.20)
— 00 — 00

where two-point function p, is given by eq.(3.5).
Having differentiated (3.19) and inserting eq.(3.18) we arrive at the
equation

27 Ur N Ug

< ds—r M Ys
2 ) /20(1,5)

where symbol A denotes the wedge product. We obtain the system of
tree linear equations in three components of particle’s momentum. Its
rank is equal to 2. Therefore, an arbitrary scalar function m(r) arises:

Ur A Ppart = (3.21)

pgart(T) = mu“(q-) 4 8_2 T u“(s) _ u,u(T)

2 | eane)

(We choose the simplest expression being finite near the point of ob-
servation.) We see that, apart from usual velocity term, particle’s 3-
momentum contains also non-local contribution from particle’s electro-
magnetic field.

The scalar product of particle three-velocity on the first-order time-
derivative of particle three-momentum (3.18) is as follows:

(3.22)

e? [T Uy - Ug -
(Bpare - ur) = = / ds [(ur -us)%%];z,) + EZUP% : (3.23)

— 00
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Since (u-a) = 0, the scalar product of particle acceleration on the particle
three-momentum (3.22) is given by

e? [T ar - Us
(ppart : aT) = 3 /_Oo ds(i\/%) (324)

Summing up (3.23) and (3.24) we obtain

d e [T 0 (UT 'us) (U’S ) Q)
— (Poart - Ur) = — ds { — . 3.25
dT(ppdt Ur) B) /_OO 5{37_ [ V20 T [20]3/2 (3.25)
Alternatively, the scalar product of 3-momentum (3.22) and 3-
velocity is as follows:

e [T Uy - Ug) + 1
(ppart 'UT) =-m+ 5 / dS% (326)

Further we compare its differential consequence with eq.(3.25). A sur-
prising feature of the already renormalized dynamical mass m is that it

depends on T:
e T (g ur) = (g us)

It is interesting, that similar phenomenon occurs in the theory which
describes a point-like charge coupled with massless scalar field in flat
spacetime of three dimensions [19]. The charge loses its mass through
the emission of monopole radiation.

Having integrated derivative (3.27) over the world line ¢ we obtain

5 Lo [ o () von ()
mo + — T T | =— | —— — | —
0 2 —o0 ' —o0 ’ 87-1 \/% (97'2 \/%
ez [T ds
+ = S 3.28
Ty /—oo \20(T,s) (3.28)

where myq is an infinite "bare" mass of the particle. Inserting this into
(3.22) we arrive at the equality pf,..(1) = mou¥ + ply which shows that
particle’s momentum renormalization agrees with the renormalization of
mass.

The main goal of the present paper is to compute the effective equa-
tion of motion of radiating charge in 241 dimensions. To do it we replace
pgart in left-hand side of eq.(3.18) by differential consequence of eq.(3.22)
where the right-hand side of eq.(3.27) substitutes for rh. At the end of a

— 00

3
I
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straightforward calculations, we obtain

e? T —ulgh +utqg® 1 a¥
B—= gt —e? ds |ty q—2 1T 3.29
mat 5 dr —e / s [u : R Wer (3.29)

_e? u " e2 u / T ds

= S Gho(T) + 5 a7 o)
The first term in the right-hand side of this equation looks horribly
irrelevant. The relation (3.7) prompts that the retarded Lorentz self-
force should be substituted for the combination of the first (local) and
of the second (non-local) terms in the right-hand side of eq.(3.29). If an
external electromagnetic field Fo is applied, the equation of motion of
radiating charge in 2 + 1 theory becomes

+ eur o Flig (3.30)

- o
ma; = euT,OtF ext

(1) + / e
T —a —_—
ret 2 T . 20(7_, S)

where
r ds utq® — uSqt akq® —a%q*
F#a _ s s 1 e s s
e g e
:/ dsf*(r, s) (3.31)

is the field strengths at point z(7) € ¢ generated by portion of the world
line before the observation instant 7. The non-local term in eq.(3.30)
which is proportional to particle’s acceleration a(7) arises also in [2]. It
provides proper short-distance behavior of the radiation back-reaction. If
s — 7 the integrand tends to three-dimensional analog of the Abraham
radiation reaction vector:

2
lim |eur qof* (7 ~e? (a" — a’u). (3.32)

e? at
S R
s—T 2 \/20(T,s) 3

(All quantities on the right-hand side refer to the instant of observation
T.)

If one moves the second term to the left-hand side of eq.(3.30), they
restore unphysical motion equation which follows from variational prin-
ciple: it involves an infinite "bare" mass and divergent Lorentz self-force.




16 IIpenpunt

4. Energy-momentum of electromagnetic field in 2-+1
dimensions

In this section we trace a series of stages in calculation of the surface
integral

Pem(T) = /,: do, TH" (4.1)

which gives the energy-momentum carried by electromagnetic field of a
point-like source arbitrarily moving in M 3. In Appendix D, Appendix E
and Appendix F we perform the computation in detail.

In eq.(4.1) do,, is the vectorial surface element on an arbitrary space-
like surface X. The electromagnetic field’s stress-energy tensor T has the

components
2THY = FHAFY\ — 1/4nH" FF Fy (4.2)

where F is the non-local strength tensor (2.11).

4.1. Coordinate system

In general, the rate of radiation does not depend on the shape of X.
We choose the simplest plane ¥; = {y € M3 : y° = t} associated
with unmoving inertial observer. If parametrization of the world line
is provided by a disjoint union of planes ¥, particle’s velocity takes
the form u* = ~v*,v* = (1,2%), and acceleration a* = ~*(vv)v! +
~v20k; factor v = 1/4/1 —v2. (The "overdot" indicates differentiation
with respect to ¢.) Electromagnetic field (2.11) takes the form

7 ()

- dt INK  vAK
Fret(y) = e / { + 2 (K -0 }
(%) =\ * 5 (K]
(4.1.1)
where 9# = (0,%") and r = — (K -v). (Although we use the same notation,

r should not be confused with manifestly covariant parameter (2.12).)

Huygens principle does not hold in three dimensions and radiation
develops a tail (see figure 3). In 3D the circle C(z(0),t) = {y € M5 :
(y°)? = Z?Zl(yi — 24(0))%,y° = t} is filled up by electromagnetic ra-
diation even if interval At — 0. (The period of time during which the
point source emanates is meant.) So, a point z(t1) € ¢ produces the disk
of radius ¢ — ¢; in the observation plane ¥; = {y € M3 : y° = t}. This
property reflects the fact that in M3 the electromagnetic field at y is gen-
erated by the portion of the world line that corresponds to the interval
—00 < 7 < 7" (y); this represents the past history of the particle.
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w

Figure 3. Let the point source radiates within the interval [0, At]. In four
dimensions the support of the Maxwell energy-momentum tensor density in
hyperplane y° = ¢ is in between two spheres centered at points z° (0) (cross
symbol) and z'(At) (box symbol) with radii ¢ and ¢ — At, respectively. In
three dimensions the radiation fills the disk with radius ¢ centered at point
2*(0) (cross symbol) even if the interval shrinks to zero.

We introduce coordinate system associated with two points on a par-
ticle’s world line labelled by instants ¢; and t5 (see figure 4). Flat space-
time M3 becomes a disjoint union of planes ¥; = {y € Mz : y° = t}. A
plane ¥; is a union of (retarded) disks centered on a world line of the
particle. The disk

C(2(ta)t —ta) ={y € M3 : y° —t, > \/Z(yi — 2i(ta))%, 9" = t}
(4.1.2)
is bounded by the intersection of the future light cone generated by
null rays emanating from z(t,) € ¢ in all possible directions, and plane
3¢ The circular spot (4.1.2) is filled up by circles of radii R € [0,t — t4]

centered on points on a line connecting points 2¢(¢1) and 2*(tz). Points in
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2

Y

Figure 4. Outgoing electromagnetic waves generated by the portion of the
world line that corresponds to the interval —oco < t2 < t1 combine within
the gray disk with radius k9 =t — ¢;. Their contribution is given by the first
fourfold integral in eq.(4.1.4). If the domain of integration t1 < t2 < t the
waves joint together inside the dark disk with radius k3 =t — t5. The second
fourfold integral in eq.(4.1.4) describes them.

an R—circle are distinguished by polar angle ¢. We define the coordinate
transformation locally written as

YO =t (4.1.3)
y' = az'(ty) + B2 (t2) + Rw'jn’

where o+ 3 = 1 and n/ = (cos ¢, sin ¢). Orthogonal matrix w is given
by eq.(B.2) (see Appendix B). It rotates space axes till new y'—axis be
directed along two-vector q := z(t1) — z(t2).

The integration of energy and momentum densities over two-dimen-
sional plane 3° = const means the study of interference of outgoing
electromagnetic waves emitted by different points on particle’s world line
(see figure 4). Note that the retarded field is generated by portion of the
world line ¢ that corresponds to the particle’s history before t"¢!(y). Since
the stress-energy tensor is quadratic in field strengths, we should twice
integrate it over (. There are also two variables which parametrize ¥;. In
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curvilinear coordinates (t,t1, %2, s, ) the surface integral (4.1) becomes

Pom = / dogT** (4.1.4)
P
t t K9 2 t t k9 2
= / dty / dto / dR / dpJt0S + / dty / dts / dR / dpJt%
—00 —00 0 0 —00 t1 0 0

with Jacobian

J = (1 - q% cos ga) R (4.1.5)

0
= (1 + qa—z cos go) R.

The integrand
1
aB _ raX pf a v (2

2ty = f(1)f(2)>\ — " ﬁfﬁ)fﬁ,,) (4.1.6)
describes the combination of field strength densities at y € ¥,

e (ba/\Ka v N K )
Ca

— (K, - Ka) Ta ('ra)2

fo)y) = (4.1.7)

generated by emission points z(¢1) € ¢ and z(t2) € (. Symbol ¢, denotes
the factor v, 2 + (K, - 0,) involved in eq.(4.1.1).

The first multiple integral calculates the interference of the disk em-
anated by fixed point z(¢1) € ¢ with radiation generated by all the points
before the instant t1. The second fourfold integral gives the contribution
of points after t1 (see figure 4).

It is worth noting that time variables t; and t5 parametrize the same
world line ¢. Coordinate transformation (4.1.3) is invariant with respect
to the following reciprocity:

T:t1 oty,ae B,p— @+ (4.1.8)

This symmetry provides identity of domains of fourfold integrals in
energy-momentum (4.1.4).

It is obvious that the support of double integral fioo dt, fttl dty co-

incides with the support of the integral fioo dts [ f2

_ dt1. Since instants
t1 and to label different points at the same world line {, one can in-
terchanges the indices "first" and "second" in the second fourfold inte-

gral of eq.(4.1.4). Via interchanging of these indices we finally obtain
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fioo dt, ffloo dt, instead of initial ffoo dtq fttl dt,. Taking into account
these circumstances in the expression (4.1.4) for energy-momentum car-
ried by electromagnetic field we finally obtain

t ty k9 27
Pom = /dtl / dtz/dR/detoo‘ (4.1.9)
-0 —0o0 0 0

where new stress-energy tensor is symmetric in the pair of indices 1 and

2:

2mt = 27 (195 + 97 (4.1.10)
[0 (e 1 [e] v v
= T + £ foon — 1 [T 1D + 1) W]

4.2. Angular integration of energy-momentum tensor density

We see that it is sufficient to consider the situation when ¢; > to. The
smaller disk C(z1,t — t1) C Ca(22,t — t2) is filled up by non-concentric
circles with radii R € [0, kY] (see figures 4,5). To calculate the total flows
(4.1.9) of electromagnetic field energy and momentum which flow across
the plane ¥; we should integrate the Maxwell energy-momentum tensor
density (4.1.10) over angular variable ¢, over radius R and, finally, over
time variables ¢; and t5. Integration over ¢ is not a trivial matter. The
difficulty resides mostly with norms || K,||? = —n.s K&K of separation
vectors K, = y — 2z, which result elliptic integrals. To avoid dealing
with them we modify the coordinate transformation (4.1.3). We fix the
parameter (3 in such a way that the norm ||K1||? becomes proportional
to the norm || Ksl|?:

p
1511 = —E||K2H2- (4.2.1)

Keeping in mind identity a+ 8 = 1, we arrive at the quadratic algebraic
equation on # which does not contain the angle variable:

R? = a(k9)? + B(K9)? — afBq?. (4.2.2)
We choose the root which vanishes when R = kY:
1
T
D = [(ky)* — (k))* — &’
If g2 tends to zero while ¢; # t, it becomes the unique root of the linear
equation on (3 originated from eq.(4.2.2) with g® = 0.

(_(kg)2 + (9?2 + % + \/1_)) (4.2.3)

?—4q? [(K)? - R?].
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Figure 5. The interference picture in a plane ;. The points z(t1) € ¢ and
z(t2) € (,t2 < t1, emanate the radiation which filled up the disks centered at
z1 and za, respectively. The gray disk with radius kY = ¢t — ¢ is filled up by
non-concentric circles centered at the line crossing both the points z; and z2.
If parameter 3 vanishes the circle is centered at z; its radius is equal to kY.
If B = Bo < 0 the circle reduces to the point A labelled by the box symbol.
In case of intermediate value By < 8 < 0 we have the circle of radius R with
center at point O between z; and A.

If R = 0 the R—circle reduces to the point A with coordinates (2§ —
Boq*) where By = Blr_o- fR= k{ then 3 = 0 and the circle is centered
at z'(t1) (see figure 5).

Changing the variable of integration from R to [ transforms two
inner integrals in the fourfold integral (4.1.9) as follows:

k9 27 5 0 2 L oR?
/dR/dgo (1 — qa—gcosgo) R= /dﬂ/dg@ <§W —choscp) .
0 0 Bo 0
(4.2.4)
Having differentiated eq.(4.2.2) with respect to 3 we obtain new Jacobian
J = (1/2) [(K)? - (9)2 - &?] + fia? — qR cos . (1.2.5)

It is straightforward to substitute the field densities (4.1.7) evaluated




22 IIpenpunt

at instants ¢ and t5 into expression (4.1.10) to calculate the integrand of
the multiple integral (4.1.9). It is of great importance that the square of
norm ||K,|| is proportional to J (see eqs.(B.6) derived in Appendix B).
For the first term, J t?f , we obtain the following cumbersome expression

2 . 9% . do o 0o
0 = S0P () 4T (of 7y
Tha =3 { 12 <6t16t2>+ 1 ( 206, ) T "o

. 0%c 3 0%c
0 ﬁ [3 _ pba
+ T vyo) = Cfuy ooty L2980t Byt g an,
3o oo Oo
_ Dﬁ « _ BO « [3 0 a [3
2% 5y, o3 %251, Corv, Ot
o 00 0.8 00 o %o
— DO <’Ul’U§6— +’Ul’U§6—tl +Ulv§—atlat2>}
2 A A
- I/TJ(vl W) - %naﬁ {ITO(/\) - I’T"()\O)} . (4.2.6)
Functions ) )
Ao Lo 0000 O (4.2.7)

Ot10ty Oty Oty Ot10to
depend on Synge’s world function (3.2) of two timelike related points,
z(t1) € ¢ and z(t2) € ¢, taken with opposite sign. Symbols I, I’ denote
[-dependent factors

_ 1 i =B [
I_\/——ffa’ I'=\[—+ 5 (4.2.8)

Each second order differential operator

0? 0 0

B*— +C*— + A 4.2.9
I T TR (4.2.9)
has been labelled according to its dependence on combination of com-
ponents of the separation vectors K7 and Ks pictured in figure 6 (see
Appendix B), or on Jacobian (4.2.5). The components of these vectors

are involved in p-dependent coefficients

7 = D*

1 a 1 ac

D = ——— BY= ———— 4.2.10
21 rir’ 27 11 (1r2)? ( )
1 ac « 1 acie

co =

27 (r1)%rs A= (r1)?(r2)?

where factor a is replaced by Kf‘Kf,Kf‘,Kg, J or 1 for Tf;ﬁ, Tf‘, Tf,
T7 or T°, respectively.
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Integration of the electromagnetic field’s stress-energy tensor over
the angular variable is the key to the problem. All the y-dependent
constructions are concentrated in the coefficients of differential operators
of type (4.2.9). We introduce new operator

0? 0 0

T =D 40 @ 4.2.11
g0, Can T, A (4.2.11)

where calligraphic letters denote the coefficients (4.2.10) integrated over
©. (The integration is performed in Appendix C).

To distinguish the partial derivatives in time variables we rewrite the
operator (4.2.11) as the sum of the second-order differential operator

oD ) 9 (Ca_ap

52 )
) o o > (4.2.12)

= ——D+ — (B*—
oh0t, o <B

and the "tail" o2 0B oc
Da a a
o 9P 06 O e 121
™= o, o o T4 (4.2.13)

For a smooth function f(t1,t2) we have
Tof) = 11°(f) + fx°. (4.2.14)
In Appendix C we derive the relations

=0 7/=0 (4.2.15)

V. aD° aD°
e (e-Gn). A= (e-5)
oD’ oD’
7 g1 _ B (pd_
<B Oty > ’ ik V2 (C oty )

oD’ oD
B _ 2 B a 1 o B0
<82 oty ) + vy (Cl o, ) vy D

which allow us to rewrite the integral of (4.2.6) over ¢ in terms of dif-
ferential operators I1%:

2 2 N 0%c . oo N do
dpJtef = Sriney 19 (vf =2 ) 411 (vp
/0 Pty = 5 { 12 (8t18t2) T (02 o, ) T2\ e,

~0 o 0 o 0%c
+ (vl o) — Bt (Dl o = atQ) (4.2.16)

(9 B8 « 620' 8 0« 6(90'
T % (D —81518152) o (D Ui gy

aJ _ «
T =V

af _
Mg = U

=Q
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9 0,,a 560
— 8_t2(D U1U28t1>}
2

~ e ~ ~
- ST (o) = S {IHO(/\) - I’HJ(/\O)} .

Since operator (4.2.12) is the combination of partial derivatives in time
variables, the angular integration gives the key to the problem.

Putting @ = 0 and 8 = 4 in (4.2.16) we obtain the first term of the
mixed space-time components of the stress-energy tensor (4.1.10). We
add the term where indices "first" and "second" are interchanged. Since
zeroth components of the separation three-vectors K; and Ky do not
depend on ¢, the final expression get simplified:

2w 2
/ dpJt" = <1 {Hi (%) i (‘%) 10 (031 4 vig)
0

2 ot1 Ota
0 6/\1 9] (9)\2
- g (w5 g ()|
- %I’ﬁJ(vi + i) (4.2.17)
where oo 9
_ _ 099
A = k 8 Ay = k2 9t + 0. (4218)

Similarly we derive zeroth component t°°. Putting « = 0 and 3 = 0 in
(4.2.16) we obtain the first term of energy density. Since it is symmetric
in the pair of indices 1 and 2, the second term, t3¢, doubles it. The
integral of energy density t°0 over the angular variable has the form

27
/ dpJt% = €2 | ITI°(r) — I'T17 (1) (4.2.19)
0
where
0%c o 0o 00o 100 0o

10 009 000 100 do 4.2.20
25000 T Mon TRy " aan e, T (4220
1 8%

2 Ot10ts +

:ko

/L:

We see that the integration of electromagnetic field’s stress-energy
tensor over ¢ yields integrals being functions of the end points only.
In the next subsection we classify them and consider the problem of
integration over the remaining variables.
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4.3. Integration over time variables and

Our purpose in this section is to develop the mathematical tools re-
quired in a surface integration of energy-momentum tensor density in
(24 1)—electrodynamics. Integration over angle variable results the com-
bination of partial derivatives in time variables:

dt/ dt
/ ' ’ <82 % | 0Gy | 0Gy

. (4.3.0)
ot10t ot ot ) (
/ dts / dt, 10ty 1 2
ta
By virtue of the equality

/dﬂaG(ﬁ Jti,t) 0 [/ dﬂG(ﬁ,tl,tg):|+G(ﬁ0,t1,t2)860(t17t2)

e Oty Otq
(4.3.2)
the triple integral (4.3.1) can be rewritten as follows:

0 t 0
(e 2 . a 2 . a
pon(t) = e [kllolglo /0 dﬂGm} +e [m dty kll‘)lTO [/0 dﬂGl}

t aﬁ
+ 62/ dtg hm |:G12|ﬁ Bo 8t20:|

— 00

to=t

to——00

(4.3.3)

t
2 ] 12 a
e dto lim d +G }

/ A ’ [ Oty KO=k—At

t 0
2/ : e}
e dt; lim [/ dﬁGQ}
—o0 B0 g, kKQ=kY+ At
t 0
—e? / dty | lim [ / dﬁGg}
o0 27700 0

t1

dt dt

/ / ? <[8G12
ot

62/ dlfg/ dlfl 2

— 00 tg

o 9Bo
+ G |ﬁ Bo 8152)'

_|_

9B
p=p, 1

_|_

+]

In Appendix C we calculate the functions

GYy = ID°k — I'D' (4.3.4)
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GO — _ / < 6 >
1 V |\n|\3 T35 \ Tl
0 o
GY = | — —I'p— <_
? HT2H3 |
. o\ o)) I
B N AT
i I g 2! i i X i i
G = STl |:(9t2 (ag'vi +r{v}) + ot (—Bq vi+ 1))
. _ I ;) 3
7 7 20 - 7 A
+ (viAa +vEA1) vl] 5 (v} + v5) a3 <—|r1||> (4.3.5)
i I « 6/\1 6/\2 i 9 0 i
G e [('%2 (ag'vy +rdvy) + a1t (=Bq'vi + ryvy)
i i . N o
+ (UlAQ + ’UQAl) V§:| — 5 (Ul + ’UQ) % <m>

involved in these integrals.

1°. Integrals where t; — ¢. Equality (B.10) implies that the lower
limit 3y tends to 0 if kY = t—t; vanishes. The upper limit is equal to zero
too. Then the integral over parameter 3 vanishes whenever an expression
under integral sign is smooth. So, we must limit our computations to the
singular terms only. They are performed in Appendix D; these integrals
do not contribute in the energy-momentum at all.

2°. Integrals where t; = t2. According to eq.(B.10), the equality
t1 = ty yields sing = 1 and lower limit Gy = — tan ¢y tends to —oc.
The small parameter is the positively valued difference At = ¢ — to.
The integration is performed in Appendix E; the resulting terms belong
to the bound part of energy-momentum. (To that which is permanently
"attached" to the charge and is carried along with it.)

3°. Integrals where tos — —oo. Equality (B.10) implies that the
lower limit 3y tends to 0 if kY = t — t5 increases extremely. Then the
integral over parameter ( vanishes whenever an expression under integral
sign is smooth. So, we must limit our computations to the singular terms
only. They are performed in Appendix E; the resulting terms belong to
the bound electromagnetic "cloud" which can not be separated from the
charged particle.

4°, Integrals at point where 3 = (3y. In this case the radius of
the smallest circle pictured in figure 5 vanishes and it reduces to the
point A. The contribution in p%  is given by the last line of eq.(4.3.3).
In Appendix F we present the integrand as the combination of partial
derivatives in time variables and non-derivative "tail". After integration
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over ty or ty, the derivatives are coupled with bound terms obtained in
Appendix E; the sum is absorbed by three-momentum of "bare" particle
within renormalization procedure. The "tail" contains radiative terms
which detach themselves from the charge and lead independent existence.
Summing up all the contributions 2° — 4° we finally obtain

t1=t
_ k21 1 [ 136
pem(t) - D] ( s )
L+V1=vi VI-vi|,

+62/ &t 1
2 J_ 2«/2Utt2

vy - v2)q0 1 (’Ul -q) 1 (v2-q)
+e /dt1 /dtg {— 3/2 + 5(20)3/2 T 5(20)3/2
) ti=t
Cy 2 LH12IVE
pcm(t) - 2 (437)
VI VIV,
2 [t vh
+ = t
2 ) 7\ 20(t b

t t1 . .
2 _ (v1 - v2)q 1(v (v1 - g)vs 1 (v2 - @)vi
+ e /dt1 /dlf2|: (20)52 + 2 (2009 + 2 (20)9°

The finite terms which depend on the end points only are non-covariant.
They express the "deformation" of electromagnetic "cloud" due to the
choice of coordinate-dependent hole around the particle in the integra-
tion surface ;. We neglect these structureless terms. The single inte-
grals describe covariant singular part of energy-momentum carried by
electromagnetic field. The first term in between the square brackets of
eqs.(4.3.6) and (4.3.7) can not be rewritten as the partial derivative in
t1 or to. It determines the radiation reaction in 2 + 1 electrodynamics.

5. Conclusions

In the present paper, we calculate the total flows of (retarded) electro-
magnetic field energy, momentum and angular momentum which flow
across the plane ¥; = {y € M3 : y° = t}. The field is generated by
a point-like electric charge arbitrarily moving in flat spacetime of three
dimensions. The computation is not a trivial matter, since the Maxwell
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energy-momentum tensor density evaluated at field point y € ¥; is non-
local. In odd dimensions the retarded field is generated by portion of
the world line ¢ that corresponds to the particle’s history before t™(y).
Since the stress-energy tensor is quadratic in field strengths, we should
twice integrate it over (. We integrate it also over two variables which
parametrize ¥ in order to calculate energy-momentum and angular mo-
mentum which flow across this plane. Thanks to integration we reduce
the support of the retarded and advanced Green’s functions to particle’s
trajectory.

The Dirac scheme which manipulates fields on the world line only
is the key point of investigation. By fields we mean the convolution
u#(ﬁ)F(‘:;; of three-velocity and non-local part (2.8) of the retarded

strength tensor evaluated at point z(71) € ¢; the torque of this "Lorentz
f-force" arises in electromagnetic field’s total angular momentum. (Sin-
gular o-term (2.7) is defined on the light cone; it is meaningless since both
the field point, z(¢1), and the emission point, z(t2), lie on the time-like
world line). The retarded and the "advanced" quantities arise naturally.
The retarded Lorentz self-force as well as its torque contain integra-
tion over the portion of the world line which corresponds to the interval
—00 < tg < t1. Domain of integration of their "advanced" counterparts
corresponds to the interval t; < to < t.

Noether quantity Gg,, carried by electromagnetic field consists of
terms of two quite different types: (i) singular, G§, which is permanent-
ly "attached" to the source and carried along with it; (ii) radiative, G§,
which detaches itself from the charge and leads independent existence.
The former is the half-sum of retarded and "advanced" expressions, inte-
grated over ¢, while the latter is the integral of one-half of the retarded
quantity minus one-half of the "advanced" one. Within regularization
procedure the bound terms G§ are coupled with energy-momentum and
angular momentum of "bare" source, so that already renormalized char-
acteristics Gy, of charged particle are proclaimed to be finite. Noether
quantities which are properly conserved become:

G = Gpay + GR-

Energy-momentum balance equations define the change of particle’s
three-momentum under the influence of an external electromagnetic field
where loss of energy due to radiation is taken into account. The angu-
lar momentum balance equations explain how this already renormalized
three-momentum depend on particle’s individual characteristics. They
constitute the system of three linear equations in three components of
particle’s momentum. Its rank is equal to 2, so that arbitrary scalar
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function arises naturally. It can be interpreted as a dynamical mass of
"dressed" charge which is proclaimed to be finite. A surprising feature
is that this mass depends on the particle’s history before the instant of
observation when the charge is accelerated. Already renormalized parti-
cle’s momentum contains, apart from usual velocity term, also non-local
contribution from point-like particle’s electromagnetic field.

Having substituted this expression in the energy-momentum balance
equations we derive three-dimensional analogue of the Lorentz-Dirac
equation

+ euT_,aF”a

- por
matl = eur o F, ot -

e? T ds
ret (T) + 3a¢/ -y
—o0 V/20(T, 5)
The loss of energy due to radiation is determined by work done by
Lorentz force of point-like charge acting upon itself. Non-local term
which is proportional to particle’s acceleration provides finiteness of the
self-action. Third term describes influence of an external field.

In this paper we develop convenient technique which allows us to in-
tegrate non-local stress-energy tensor over the spacelike plane. The next
step will be to implement this technique to a point particle coupled to
massive scalar field following an arbitrary trajectory on a flat spacetime.
The Klein-Gordon field generated by the scalar charge holds energy near
the particle. This circumstance makes unclear the procedure of decom-
position of the energy-momentum into bound and radiative parts.

In [20] the remarkable correspondence is established between dynam-
ical equations which govern behavior of superfluid *He films and Maxwell
equations for electrodynamics in 2+ 1 dimensions (see also refs. [21,22]).
Perhaps the effective equation of motion (3.30) will be useful in study
of phenomena in superfluid dynamics which correspond to the radiation
friction.
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Appendix A. Uniformly moving charge: conserved quantities

The simplest field is generated by unmoved charge placed at the coor-
dinate origin. Putting z = (¢,0,0) and u = (1,0,0) in eq.(2.11), one can

2T wish to thank O.Derzhko for drawing these papers to my attention.
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derive that the only non-trivial components of static field are:

yO—r .
dt y'
Fo = e / (A1)
0 _ )2 _ 2 (¢y0 —¢)2
o VO =12 —r2(y )
. t=y"—r .
_ Y@ -2 _ v
= _eT_Q 0 7 = 6—2.
y r
t——o00
r:= /(y')% + (y?)? is the distance to the charge. Having performed

Poincaré transformation being the combination of translation and
Lorentz transformation we find out the field generated by uniformly

moving charge:

uakﬁ — ’U,ﬁka

Faﬁ =€ (A2)

r
Here 1 = —1a5(y® — 2%(s))u” is the retarded distance where particle’s
position z*(7) = z§ + u®7 is referred to the retarded instant of time
s. We denote k% the null-vector y® — z%(s) rescaled by the retarded
distance, i.e.

(A.3)

It is straightforward to substitute (A.2) in (4.2) to calculate the elec-
tromagnetic field’s stress-energy tensor:

2 1
onT’ = 6—2 (u%ﬁ + uPkY — k2K + Enaﬁ> . (A.4)
r
Now we calculate the electromagnetic field momentum
Pem(t) = / do, T (A.5)
2t

where an integration surface ¥, is a surface of constant y°. We start with
coordinate transformation (y°, 3%, y?) — (7, s, ) locally given by

y* = z%(s) + rk°, k= A% n® (A.6)
where n® = (1, cos ¢, sin ¢). The Lorentz matrix A determines the trans-
formation to the particle’s comoving Lorentz frame where the particle
is at rest. To adopt these curvilinear coordinates to the integration sur-
face Xy = {y € M3 : ¢y =t} we replace the retarded distance r by the

expression
t—s
r= 0

(A7)
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where ¢ is the observation time. On rearrangement, the final coordinate
transformation (y°,y!,y?) — (¢,s,¢) looks as follows:

%

=t Y =26+t (A.8)

Differentiation of this coordinate transformation yields differential chart
- 1 L i

& =15 (K¢, + k') (A.9)

. kY L
€s = v — E €;
B} LT
€p = (t — S) <k_§ — (/{0)2]{:@) €;

where k3 = 0k“/dp and v' = v~ 'u’. Their scalar products are the
components of metric tensor g of Minkowski space M3 as it is viewed
in curvilinear coordinates (A.8). To calculate the determinant of g it is
sufficient to know that

—1 2
¥ t—s
Get = O7 Jto = O, Jts = _W7 Jop = % (AIO)

The surface element is given by doy = \/—gdsdyp where
t—s
-1

V=—g=n~ B (A.11)

is the Jacobian of coordinate transformation (A.8). Electromagnetic field
momentum (A.5) takes the form:

t 2
Pl = 2672r / ds/dcp% (ukP +uPEY — KOKP + (1/2)n°%) . (A.12)
—00 0
The angular integration can be handled via the relations
27 27
/dgpko‘ = 2mu”, /dgpko‘kﬁ = 3nuuf + P, (A.13)
0 0

After trivial calculations we arrive at the logarithmic divergence

t
2 B
. dsu
Pem 2/ P
— 00

as could be expected for the two-dimensional Coulomb potential.

(A.14)




32 IIpenpunt

Appendix B. Coordinate system

Coordinate transformation (4.1.3) is associated with two points, z(¢1)
and z(t2), on an accelerated world line ¢ (see figure 6). Its differentiation
yields differential chart

S 9B
t = €0 — QEel’
Loy 0B
R = T €5 —q%el’
é;a = snf;é'j/ (B].)

where n = (cos ¢, sin ¢), n, = (—sin g, cos ) and €5 = €w’ ;.. Orthog-

onal matrix ) )
= ("M B.2
w (ng 1 ) (B.2)

L

where nfl = ¢'/q rotates space axes till new x—axis be directed along
two-vector q := z(t;) — z(t2) (we denote ¢ := v/q2). In new coordinates
three-vectors K, = y — z(t,),a = 1,2, pointing from points of emana-
tion z(t,) := 2z, to an observation point y € X, (see figure 6) have the
following form:

KO =t—t, =k, K! =Wkl (B.3)
where
ki = —Bq+ Rcos, k? = Rsing (B.4)
k3 = aq+ Rcosp, k3 = Rsin .
The norms || K, || = /— (K, - K,) of the separation vectors K; and
K pictured in figure 6 contain the angular variable:
—(Ky - K1) = (K)* — 54 + 26qRcos p — R?,
—(Ky - K3) = (k9)* — a*q® — 2aqRcos ¢ — R?. (B.5)

Substituting of the right-hand side of eq.(4.2.2) for R? in these expres-
sions and comparing them with Jacobian (4.2.5) leads to the important

relations:
1K1 = =28,  |Ks? = 2aJ. (B.6)

They immediately follow:

J 1
V(KK (K> Kz)  2V/Pa’ (B.7)
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Y
P / hI
Ky
K,
Z21
q
y
22
¢

Figure 6. The separation vector K, is a vector pointing from point of emission
2(ta) 1= za to point of observation P € %; with coordinates (y°,4",%?). The
integrand t°® involves also one-half of square of three-vector ¢ := 2z — 2o =
K5 — K1 (double Synge’s function), and its partial derivatives with respect to
time variables. Space components of ¢ determine the orthogonal matrix (B.2).

To concretely compute integrals over 3 we clarify mathematical sense
of this parameter. Since eq.(B.6), we parametrize the ratio ||Ky||/|| Kzl
by angle variable ¥:

sind = _—6 (B.8)

a
Having inserted it in the expression (4.2.2) we obtain algebraic equation
on sin?¥. Its solution is as follows
—(k)*+ 9>+ R*+VD
()~

where D is defined by eq.(4.2.3). If R = k? then ¢ = 0 and parameter
(B vanishes. If R = 0 we obtain the lower limit of integral over 8. We
denote it By = — tan? ¥y where

sinvy = 2ikg (\/ﬁ - \/%) (B.10)

cos 29 =

(B.9)
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and

%= (K —K)° —=q>  (B.I1)

N)I)—l

(k2 + ko) - %qza

l\D|P—‘

Appendix C. Integration over angular variable

To calculate the energy-momentum (4.1.9) carried by electromagnetic
field we should perform the integration over angle firstly. When facing
this problem it is convenient to mark out ¢-dependent terms in expres-
sions under the integral sign. In the Maxwell energy-momentum tensor
density we distinguish the second-order differential operator T, with -
dependent coefficients (see eq.(4.2.9)). Having integrated this operator
over ¢ we obtain the operator 7, which can be decomposed into com-
bination of partial derivatives in time variables II, given by eq.(4.2.12)
and "tail" 7, of type (4.2.13).

This Appendix concerned with the computation of the "tails".
Equipped with them we express the integrand as combination of par-
tial derivatives in ¢ and to. It allows us to integrate the electromagnetic
field’s stress-energy tensor over the time variables as well as over 3.

To implement this strategy we must first integrate the coefficients
(4.2.10) over the angle variable. We start with the simplest one

2
D = i/ dp— (C.1)
0

2T T172

where @-dependent numerator a is equal to Jacobian (4.2.5) or to 1.
Our task is rewrite the integrand as a sum of term with denominator
r1 and term with denominator ro. To do it I introduce a new layer of
mathematical formalism and develop convenient technique.

We introduce null-vector n = (1, cos ¢, sin @) which belongs to the
vector space, say V', such that ip,i;, and iy is its linear basis. We shall
use 7,5 = diag(—1,1,1) and its inverse n*’ = diag(—1,1,1) to lower
and raise indices, respectively. We introduce the pairing

(): VxV->R (C.2)
(a-b) — napa®b’ (C.3)

which will be called the "scalar product".
We express the ¢-dependent constructions

ra = —(Kq - vq), Ca :7;2+(Ka~i)a). (C4)
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as the scalar products —(r, - n) and (c, - n), respectively. We shall use
sans-serif symbols for the components of time-like three-vectors r, € V
and c, € V

r? = k(f + B(viq), rg = kg — a(vaq), rf; = Rug'w;; (C.5)
A = -1 ?+B(a), S =-’—alq), d =R w’

Jacobian (4.2.5) becomes the scalar product (J-n) = Jo+J1 cos p+J3 sin
where

Jo=0a>+ (1/2) [(K9)* = (k))* = q®] . J1=—qR, J2=0. (C.6)

We introduce the dual space of one-forms, say W, with basis ©°, &!
and &? such that w”(ly) = 0! where ig, 11,12 constitute the basis of V.

Wedge product L = aAb of two one forms a and b constitutes two-form

L = (aghy — a1bg) &° A&t 4 (agby — azbo) @Y AG? + (a1by — ashy) &' A&

(C.7)
We introduce dual three-vector L =*L with components
a 1 apfy
= Eaﬁ'yagb,y.
€297 denotes the Ricci symbol in three dimensions:
1 when  afy even permutation 0,1, 2
v ={ -1 when afy odd permutation 0,1,2 (C.9)

0 otherwise.

We raise indices in eq.(C.8) and define the vector product of two
vectors, a and b:

LY = &% a"'b”. (C.10)
Tensor
£ = e ngumy. (C.11)
has the components
EOMU — EO#U, Eluy — _61,u1/7 Ezuu — _&_2;141/' (012)

It is interesting that tensor

Expr = Eaﬁ’yna)\nﬁ,un’yv (013)
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is equal to eM taken with opposite sign.

Now we calculate the double vector product
[A[BC]]™ = &%5,A<7 ,, B*CY. (C.14)

Since
€898 = =0 uipy + 6% (C.15)

we arrive to the unusual rule
[A[BC]] = —B(A-C)+ C(A-B) (C.16)

instead of the well-known law acting in space with Euclidean metric.
To simplify denominator r17o in the integrand of eq.(C.1) as much
as possible we rewrite 2m-periodic functions (C.4) as follows:

Ta = —fa,0 = PaSin(@ + ¢a), Pa =1/ r(21,1 + rg,? (C.17)

(We recall that r, is the scalar products (r, - n) taken with opposite
sign, components r¥ are given by egs.(C.5).) Shift in argument of a-th
function is determined by the relations

fa,1 = Pa Sin @q, fa,2 = Pa COS Pq. (C.18)

After some algebra we rewrite the integrand of eq.(C.1) as the following
sum

a  Afy — Cfypicos(p + ¢1) n Ay + Cfypa cos(p + ¢2)

= (C.19)
rir2 1 9
Coefficients A{,, A5, and CY, satisfy the vector equation
—Afprs — Ajin + Clhliz =a (C.20)

where by r; and ra we mean three-vectors with components (C.5) and
L12 = [r1 FQ].

To solve the equation (C.20) we postmultiply it on the vector product
[r1L12], then on the vector product [raLa1] and, finally, on Ly5. After some
algebra we obtain

o _ ([ar]-Lip) o _ ([arg] - Lo1)
2 Diy 2 Dy

(a . |_12)
D1

oo, = (C.21)

where denominator D1o = (L12 - L12) is symmetric in its indices.
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Substituting (C.19) into eq.(C.1) and using the identities

1/2” do 1
— - = C.22
27 )y W pasinp 1 oa) Tl (0.22)

1 [ cos(¢ + ¢a)
- dip— :
27 Jo 0 — pg sin(p + @q)

=0

yields
A¢ A2
[rall (vl
after integration over .
Now we turn to the calculation of the coefficient
1 [ acy
B = — dp————. C.24
2 /0 (prl (r9)? ( )

Equipped with the relations (C.19) we rewrite the integrand as a sum of
terms which are proportional to the 1/ry, 1/ro and 1/(r2)?, respectively.
Using the identities

1 27 0

de = e (C.25)

21 Jo [0 = pasin(p + ¢a)]*  lrall®
1, cosletéa)
21 Jo [r) — pasin(p + ¢a)]2

=0

and taking into account the relations (C.22) gives

1 (a-ra)(cg-ra)

B = — ro-r C.26
H"2||3 Doy ( 2 1) ( )
1 . :
o A ag + apag - @)
[[r2| Doy
1 ([ard] - [C2f1])}
+ — [24,A7F — ———=—~ 1.
[[ra] [ i Dy
The resulting expression for the term
1 [ acy
“=— dp——— C.27
¢ 27T/0 (p(rl)zrg ( )

can be obtained by interchanging of indices the "first" and the "second"
in the right-hand side of eq.(C.26).
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After a routine computation based on the repeated usage of the re-
lation (C.19) we find out the last term

1 [?" acicy
A® = —/ dp———— C.28
2 Jo TR (C28)
B B a- a-
_ D2 i 21 +J1( "13) +J2( r23)
[rafl el ([l [[r2|

where

(esn] - [eara])
Do
Biz = 3A7,AT5A51 + 3AT, ATRAS) + 2AT5AT5 A5,
([eiri] - [eara]) | ([eara] - [Czrl])}
Y +
12 { Dys Dys
([car1] - [ar1]) ([car] - [ar1])
_ Acl _ACZ
21 Dis 21 D12
([car1] - [ara]) 4 A% ([cir1] - [ara])
Do

Jy = 245 A% — (C.29)

+ A%

and the others, Bo; and Js, can be obtained by interchanging of indices
1 and 2.

We now turn to the differentiation of coefficient (C.23) with respect
to time variables ¢; and t5. We will use Latin indices a and b which run
from 1 to 2 (a # b). We introduce new denotations k1 = « and ky = 8
for time-independent variables § and o = 1 — 3. Differentiation of D is
based on the relations obtained via differentiation of zeroth components
(C.5), (C.6) and square of radius (4.2.2):

oro or°

6—;‘: = cg — IiaV?I, a—;‘; = —kp(VaVp)

9Jo 00 OR? 0
T —(=1)r — ka(vaeq), or —2K40g-

They immediately give

Lrgt' fa) _ 2(rg - Ca)s Lrgtl fa) = —i';b [ 1) —ry(ra )]

a b

A(rp - rq) Kb

—on  — (rqg - cp) + 7 [f9(rs - re) —ry(ra-ro)] (C.30)
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and eventually gives

9 <|1 )_(Ca'ra) 9 <|1 )_lf% rg("a'rb)—rg(ra-ra).

9ta \ral Iral® ™ 0t \Ivall [rall? R?
(C.31)
After some algebra we also obtain
a(J - ra a Ka
(ma ) (v 4 e + 75 (e ra) = ra(J - ra)]
o -ry
(Tb) = (=1)"(rp-ra) + % [J0ra - m) +19(J 1) —2rp(J - ra)]

Usage of these relations allows us to calculate the following derivatives

8AJ J al " |ta

A AL A + AT AL + %[b“b]) (C.32)
dA7 o ([Jra] - [epra]) kb

P = amvoagaty - el o gt s )

where latin indices a and b run from 1 to 2,a # b.
Having differentiated eq.(C.23), after a straightforward calculations
we derive the following relations

oD’ 9 [ « oD’ . 9 [ B
¢ (w)’ 5 (m) (C:33)

ot a3

oty a3

Further we find out the expression dC” /0ty and prove the identity

oc’ 0 oD’
J J : J
A’ — —t2 = _tl (B — —t2 ) ie. 7 =0. (0.34)

(One can derive 9B7/dt, subtract it from A7 and compare the result
with 8/0t2(C’ — 0D’ /ot1).)

Similarly we derive analogous equality where Jacobian J with com-
ponents (C.6) is replaced by unit three-vector o = (—1,0,0). Having
substituted o for a in the expressions (C.23), (C.26) and (C.28) we ob-
tain the terms D, B® and A°, respectively. The remaining term, C°, can
be obtained from B° via reciprocity. The derivatives of coefficients A%,
are as follows:

OA, c c ([ora] - [cars])

atab = AgbAb; + AG%ABG + Dab (035)
9A, o ([ora] - [cora])

8tbb = 2AabA2b - 7Dab TR ( O+ rgA(l)2 + I'(1)14(2)1) .
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Substituting these into equality

oD 9 (A0, A )
= - - (A2 2 C.36
o am@m el (C.36)

and using the identities (C.31) yields

oD° 0 avi oD° 0 BV

- 2 - = — . C.37
o AT TE (C.37)

And, finally, we calculate the partial derivative 9C°/dts, subtract it from
A® and compare the result with 9/0t;(B° — 9D°/dt,). We obtain

oB®  act  9?p°

0 — a8, = a. = ] 0 —
A oty Ots + 96,00, 0 ie. =m =0. (C.38)

Now, we calculate the "tail"

o8> ace  o2De
« — « _ a _ a a C.39
o = AT G T B T ahats (C.39)

where
1 [ Ko 1 [ Ko
Do = — [ dp—, BO= _/ dp—2o2 (C.40)
27‘1’ 0 r172 27T 0 T1 (7‘2)2
1 [ Ko 1 [ Ko
co = L ol A= _/ Hoacr
27 Jo (r1)2rg 27 Jo (r1)2(r2)

Zeroth component, K2 = k%, does not depend on ¢. Inserting relations
DY = k0DY, BY = k28°, 0 = K2C0, and A? = k0.A° into eq.(C.39) and
taking into account identity (C.38) yields

op° . OD°

0 0
m=B -y mEC g

(C.41)

Space components, K', depend on ¢. They can be expressed as the
scalar product (K% -n) where components of three-vectors K € V are as
follows:

Kli,o = -84, Ké,o = aq, Ki)l = Ruw'i, wa = Ruw's, (C.42)

where w’; are components of orthogonal matrix (B.2). Having substitut-
ed K¢ for a in the expressions (C.23), (C.26) and (C.28) we obtain the
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terms D!, B: and A%, respectively. The last term, C, can be obtained
from B, via reciprocity. To differentiate them we need the equalities

%ﬁ;r‘l) = (K% - cq) —vird — % K o(Fa - o) + PO(KE - 10)]
%ﬁrb) = —ovlr) + % [F9(KE - ra) = KE o (- ra) — 2r2(KE - 1)
P — (4= s )+ K- 0)
%%%Lﬁ%WMw%ﬁwwMJ&muﬂ

in addition to eqgs.(C.30) and (C.31).
The derivation of equalities

Ci — %—l;i = v{D" + ﬁ (—Bg'v3 + ryvh) (C.43)
B - Sk = o (<avE + o)

G- %Z% = o (00'vE +8ud)

B — %—?f = D" + ﬁ (ag'vi + riv})

is virtually identical to that presented above, and we shall not both-
er with the detail. Finally, after a straightforward (but fairly lengthy)
calculations we derive the following relations

) ) DO ) ) Y
T =] <BO - %) , Ty = v <CO - 3_) (C.44)

which generalize egs.(C.41).
In analogous way one can derive the equalities

; ; oD’ ; ; oD’
7T1J =V <BJ — 8—t2> 5 7T2J = Uy (CJ — a—tl) (045)

which arise in p—integration of angular momentum carried by the elec-
tromagnetic field.
We will need also the "tail"
w_ DY oy ocy

_ _ af
M2 = B ot oty Oty + A (C.46)
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where
1 [ Kokl 1 [ KeKDe
DY = — [ dp——2% Ba":—/ dp=1—22 (C47
12 21 0 r17r2 ’ 12 27 0 7‘1(7‘2)2 ( )

eop = L /2” KiKjer o L /2” LK e

12 27 Jo (r1)?ry 2o /o (r1)2%(r2)?
It can be obtained by means of covariant generalization of previous re-
lations. Putting @ = 0 and # = 0 and taking into account eq.(C.38) we

obtain
oDpo oDpo
00 _ 1000 _ 10 (B — DO
12 1<C 8t1)+2<8 6t2>+

=Y _ 8_D(1J 0_ 8_2?8

R
where relations D% = k0DY, BY = k0B°, and C? = k2C are taken into
account. If @« =4 and B = 0 we have

, . 9Di : oD°
Ty = Cf — o= + kguj (30 — —)

-D° (C.48)

8t1 8t2
, 0D p oD§ i

If « =0 and 8 = j we arrive at

» » oD° . 0D}
3 = k] (co— >+Bﬂ :

8t1 2 8t2
. DY . oDy
— (cg _ Wll) + By = 2 - D", (C.50)

An obvious generalization of expressions (C.48)-(C.50) is

o o oDy " ODg o
7T12B = (Bg - ({%22) —I—’Ug ((,’1 - 81511) — v U?DO. (C.51)

Appendix D. Calculation of integrals where t; — ¢

In this Appendix we compute the integrals in eq.(4.3.3) where time pa-
rameter t; tends to the observation time t:

ta=t

@ = ¢? | lim OdﬁGo‘ 2 +e? t dty lim | G5 960

by = K0 J 5, 12 ) 2199—»0 1218=50 By,
2——00

t 0
+ € / dty lim [ / dﬁG?} (D.1)
— 00 k9 —0 o
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Equality (B.10) implies that the lower limit 3y tends to 0 if kY =t — #;
vanishes. With a degree of accuracy sufficient for our purpose

(k7)?
(k9)? — @*(t, t2)°

Integrals over parameter J vanishes whenever an expression under inte-
gral sign is smooth. So, we must limit our computations to the singular
terms only. We expand expressions in powers of the small parameter 3
and then integrate them.

Let us consider contribution pY to the energy p?,, carried by electro-
magnetic field. Putting kY = 0 in two-point functions (4.2.20) we obtain

fo=— (D.2)

Ii(t,tg) = I/(f, tg):;)—; + O'/L(t, tg) (D3)
[ult, tz) = —Lé?f)
where 1
vt ta) = 5 [k + (ave)] - (D.4)

Integration of singular part of G, given by eq.(4.3.4) gives regular ex-

pression: .

) o 1 14 vy v(t,t2)
Y e A

where v; denotes the particle’s velocity referred to the time of observa-

tion. According to (D.1), we should take the function (D.5) at the end

points, i.e. its value at the remote past to — —oo should be subtracted

from its value near the observation instant ¢.

Similarly we calculate the integral

0
) 1 1+ |vt|> K(t, t2)
lim [ dBGY = (2— —In D.6
w J, i M) Botep PO
_ (1 L |Vt|) pu(t, ta)
2ve| 1= |vel ) \S20(t, ts)
According to eq.(D.1), the result should be added to the limit

. 860 —2H(t, tg) /J,(t, tg)
0 E— =
tlllgt [G12’5_50 8t2] [20(t, t2)]3/2 20 (t, fa) (D.7)

(D.5)

and the sum should be integrated over t5. After a straightforward calcu-
lations we obtain the expression (D.5), taken with opposite sign. Their
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sum vanishes. Therefore p? does not contribute in the energy carried by
electromagnetic field.

In analogous way we calculate contribution pi to the momentum of
electromagnetic field. Integration of the singular part of function (4.3.5)
over (3 gives

0 ta=t iy g0 127
. . Lo 14| | g+ vk
hm/ dpG" } =— In
[tﬁt o e 2l 1=l [V2oltt)],

(D.8)
It is the first term in eq.(D.1). The limit under the integral sign (second
term) is as follows:

: i 9fo q' +vikS Oo
i [l 220] = C i or
! t2 [2U(t7 t?)] t2
We add it to the integral
0 i i1.0
i ' 1 1+|th) ¢ +vik§ Oo
lim doGt = (1 — In -z
t1—t 50 ﬂ ( 2|Vt| 1— |Vt| [20(t,t2)]3/2 atz
1 1+ vy v+l
- In D.10
2lvel 1= |vil \/20(t, to) ( )

and integrate over ty. We arrive at the function of the end points only
which annuls eq.(D.8).

Appendix E. Calculation of integrals where {3 — ¢; and ¢ty —
—o0

In this Appendix we compute the integrals in eq.(4.3.3) where time pa-
rameters t; and t5 are equal to each other. We add also the integral
evaluated at the remote past:

P& (t) e? /t dty lim UO dg (ac;gg +Ga)] (E.1)
A = — 2 1 .
— 00 At—0 Bo 8t2 =t AL

t 0
+ €2 / dt; lim { / dﬁcg]
—00 At—0 o to—ty — At

t 0
— 62/ dt; lim dpGs .

oo to——o00 Bo

For fixed instant ¢; we assume that the limit

q'(t1,t2)
ta——o0 t1 —to

Al =
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is finite if the motion is infinite. (In specific case of finite motion A*=0.)
If k9 — 400 the lower limit of B-integrals

O
50——<k—8) 1Az (E.3)

tends to the upper limit (zero) and we must limit our computations to
the singular terms only.

According to eq.(B.10), the equality t; = ¢o yields sindg = 1 and
lower limit, 8y = — tan ¥y, tends to —oo. In this case the small parameter
is the difference At = t; — t5. If the instants ¢; and ¢ are close to each
other, function By(t,t1,t2) raises as (At)~1: the product Byt possesses
finite limit. We expand expressions under integral sign in powers of At
and thereafter we integrate series. The integration over § can be handled
via the relations

/ﬁi\/d_ﬁ%_ﬂn(\/——ﬁo—l-\/a_o) (E4)

I —
f 7m0 = ooy 2yt ¥ (VB s vam)
YA 1, [-Bo 3 [Py 3
/ﬁg T = gy ot - geoy oo g (VR vaw).

Next we take the limit At — 0. Suffice it to know that

lim At / Cds g i (E.5)
im = - .
at=0 Jg /=Pa 1+/1-v2

. o dp 1 (W)
1 At)? e Vi A—
A2 /ﬁ Va0 TN

We begin with zeroth component. Putting eqs.(4.3.4) in eq.(E.1),
after some algebra we arrive at

¢ Y d3 [k
0 _ 2 . _ap [ Ok g 0
palt) = —e /_ dty lim [/ﬁ N (atQD +I€B> (E.6)

- [y (e )]
[ aso— <6t2D + uB

t 0 2

(8% V.
+e2/ dtl[n/ B, | — —2
o 5o =B |r2|3

t1=to+At
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Recall that

1 [ a 1 [ acsy
D¢ = — dp——o B = — dp——— E.7
27T/0 (prlrg’ 27T/0 (prl(rg)Q (E.7)

where a = 1 for D%, BY and a is equal to Jacobian (4.2.5) for coefficients
labelled by J.

Quantity 7o = —(r2 - n) can be related to the quantity 1 = —(r1 - n)
by Taylor expansion in powers of At. With a degree of accuracy sufficient
for our purposes we obtain

ro =171+ AtCQ (E8)

where ¢z = (c2 - n). Integration of (E.7) over the angular variable gives

o _ (a'r2) 3(a-r)(ca-r) 1(a-c)
o= o [ (59
go 3l 1o
2 P 2 Ire3
5(a-r)(c- ra)? 1(a-rp)(c2-c2) +2(a-ca)(c2-r2)
o3 BE |

Expanding the integrands in eq.(E.6) in powers of At and using the
relations (E.5) we finally obtain

(1) = 62/t dth lim In (\/a_o-l— \/——50)

e [1— ]3/2 A0

ti=to+At

t 2
2 Vi .
— dt;j——— 1 \/ = E.10

¢ /_oo ' E9\/1—v? At Focxo ta=ty — At (E-10)

—|—e2/t dto (va¥2) ! 2_li
oo 1=V 14 /1= V3 214+ /1-v3

] to=t1—At

t
+ 32/ dtq |:,u(t1,t2)16a—é)

—0o0 2

+ 62/t Pt t2) V1 — A2

to——00

dh M O = (Avy)]

— 00

after integration by parts of the last term in eq.(E.6).

ICMP-07-06E 47

The first and the second terms are singular. To deal with divergences
it is efficient to introduce the hyperbolic angles ¥ and :

kS + &Y V2%
cosh @ — 221 L sinh ¥ = ~—= (E.11)
q q
kS — kY V2
coshyp = 22— sinh ¢ = v
q q
(Function X(¢,t1,t2) is introduced in Appendix B.) In these notations

Bo = —% [cosh(T — ¢)) — 1] = —sinh? -9

—v

(E.12)
oy = ;[cosh(\ll Y)+1] = cosh? L=

so that
n (\/a—0+ \/——ﬁo) - % (E.13)
V/=Boco

Since the factor before the sign of limit is the total time derivative,
the logarithmic divergence in eq.(E.10) can be integrated by parts:

%sinh(\lf _—

(E.14)

/t dt i # lim H
oo 2dt2 V1—-v2 ) At—0 2
1 . \I] —’(/J to=t

to——00

Ji-v2 Am =
! oY —¢) 0¥ —9)

1 / 2 . [ }
- ——=  lim )
2 /o /T—v2 At=0 ot, Oto b =tot AL

Taking into account that at the end points hyperbolic angles vanish, we
finally obtain

62/t dth lim In (\/a_o—i— \/——ﬁo)

—eo L —vEP? A0

ti=to+At

t1=to+ At

_ef 1 _ (vava)
2 /—oo a2 [kgs/l —v: (1-v3)(1++/1 —v%)] - (B15)

Now we rewrite the second divergent term involved in eq.(E.10). We
expand the integrand in powers of At. Passing to the limit At — 0, we
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arrive at:

t 2
v
dty ————— v - E.16
/—oo ' k? V4 1-— 2 AtHO ﬁO ao ta=t1—At ( )

t 2
1—
:/ dt; lim v W

AN A At\/l—v1
+/t " [1_ Vi (viv1) _ (miv) ]

—o0 2k9\/1 — v? \/1 V(14 4/1-v?) 2(1 —v?)

Inserting these expressions in eq.(E.10) we finally obtain

(E.17)

PA(t) = - / i R (va¥2)
2 oo kos/l—vg (1-=v3)(1++/1-v3)
t
/1=
62/ dt1 lim Vl
—oo  Dt=0 At\/l —v?
62/t dt 1—\/1—V1 (Vl\./'l)
2k9\/1 —v? \/1—v%(1+\/1—vf)

— 00

B (Vl"’l)]
2(1 —v?)

+€2/t dto (va¥2) 2_li
R - 3/21—|—\/1—v2 214/1-v3

:|t2 =t —At

t
(8%
+ 62/ dtq |:‘LL(t1,t2)Iér—(§)

—o00 2

+ 62/t p(ty, t2)v1 — A2

to——00

dt; i
Lt kO — (Ava)]

— 00 2

The calculation of momentum corrections is virtually identical to
what is presented here, and we shall not worry with the details. It suffices
to present the resulting expression

N vh B v (vava)
Pa(t) = 2 [oodt2 [k%x/l—vg (l—vg)(l—i-\/l—v%)} (E18)

t
— 82/ dt; lim U
0 tHOAt\/l—vl 1—|—\/1—|—v1

e? /t dt, v} vl (vivy)
2 ) el y/1-v2 kg,/1—v§ (1—=vH(1++/1-v3)
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N 62 /t dt 1 (VQVQ)’UQ 2_1 1+V2
N 2%/2 214/1-v32

1')1'
4+ 2
1-— v%
2 t to=t1 — A\t
e . : o
+ 3/ dt, [(Ui + v}) I(’)r—g]
2 lty——00

+ ) V1 — A2
+ —/ dt; lim vlo 02) .
Koo Kk} [1—(Ava)]
In the next Appendix the contribution from integrals at point 8 = g is

found. Its bound part contains the terms which annihilate the divergent
terms in expressions (E.17) and (E.18).

Appendix F. Calculation of integrals at point where 3 = 3,

We now would like to extract the partial derivatives with respect to time
variables from the integrand of the following double integral

/ d’“/ W2 (rage, 1 0B .. O
o, T o tCle g,
/ dto / dt, 2 Bo “H1 2

860 r(f 860 rg
9% _ 1 90 _ 52 F.2
o, ~ % a0, (-2)

and functions Gy, G, G§ are given by eqs.(4.3.4) and (4.3.5).

If B = [y the radius R of the smallest circle pictured at figure 5
vanishes and it reduces to the point A. Norms ||7,|| and ||c,| become
zeroth component r? and ¢, respectively. Hence coefficients (4.2.10) get
simplified, e.g.

(F.1)
Note that

1 Jo . —Boq" . oog
D= _— Dl = 2% Dt = , D = F.3
rord rrd ! r(l) rS 2 r(l) 9’ (F.3)

In terms of two-point functions ¢ = —1/2(q - q) and ¥ = o + k{kJ the
angle-free functions x, p and A, involved in p$,, are as follows:

Ot10ta 0ty Otg

1(g &S 0503 1.9
T2 0t,0ts
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%
Ao = K)—+%
"o,
Jdo
= K0 F.4
Sor (F.4)

Firstly we put @ = 0. Routine scrupulous calculations allow us to
rewrite the expression under the 1ntegra1 signs in eq.(F.1) as follows:

6G(1Jz 0 650 I
el o (St~ )

G|
5 0 2l 8t2
(F.5)

o1,
0 qv1 1 1

oty [ ( MG > 22
)

o [

920

1

“3 7

1 qu 1

T3 ( V2% \/%> ]
q° 1 0 0

04,0ty (20)3/? ((%1 6t2> V2o

This expression contains the term which is proportional to the mixed

second order partial derivative of ¢ which can not be rewritten as a

derivative with respect to t1 or ts.

In analogous way we rewrite the Bp-part of space components pi_ of
the momentum carried by the electromagnetic field:

8G12 i 8/80 8/80 o
[ Oty G ]BU oty 23, oty

19 [ [ag 1 (0 iaz\2
T 206 {\/ —Bo 1340 (6_t2a°q a0 +01A2+MI>

(F.6)

- L% i+
r
10 k9 + ¢ 1 1 4
2 [ )
20ty | K 2% V20 2%
+18 {v%k?—q’( 1 1 )+ vl ]
2 0ty kS V22X V20 V22

_ %o @ 10 (v 10 (v
8t18t2 (20’)3/2 2 8t1 20 2 8t2 20 '
Having integrated the expressions (F.5) and (F.6) over time variables
t1 and ty according to the rule (F.1) we obtain

t to=t1
0 2 [ &0 K ;@0
t)=-c¢e dt —— —Ijp— F.7
pO( ) /_OO 1 |: _/80 rgJO Olu’ rg :|t2‘>00 ( )

ICMP-07-06E o1

+§/t " [kg+(qv1)< Lo ) 1 r -
2 —00 ' k? \/ﬁ \/_ \/ﬁ to——00
Le dtg[k?_(q"2)< 1 ) | ]“
2 — 00 k:g \/ﬁ \/_ \/2_ t1=t2
' " O(vs - 1(qg-v1) | 1(q-va)
2 at / dry |~ Llvive)  Llaro) Ll v
e /,oo LT e T2 eep T 20
. 62 t (7)) 1 8A1 1 8)\2
i) = — dt v - [ ZAL ) )
p(t) = 5 _ [ o 100 \ 9t o, Boq
to=t1
+ /\2+02)\> S(i—i-v%)}
ry to— —00
2 3 to=t1
+ = + =
2E:|t2*>00

e2 it [vlko <\/1_ )
4l G
/ dtl/ dts {_q vl);;)JF% vi(q - 1) 1vi(q~v2)}

So, besides the double integral which describes the self-action which
depends not only on the current state of motion of the particle, but also
on its past history, we have the integrals of functions of the end points
only.

According to eqs.(B.11), function X(t,t1,22),, _, is equal to the func-
tion o(t,t2). This circumstance simplifies evaluation of the terms re-
ferred to this end point. We expand the terms near to = ¢; in powers of
At = t; — t3 and take the limit At — 0. We use the assumption (E.2)
when to — —o0. After some algebra we finally obtain:

2o 3 0P

t
1 1 (V1V1)
0 2
t) = —e dt lim — 4+ — —
Po(?) /_oo ' lﬁtﬂo At Qk? 2 1—v%(1+\/1—v%)
62/t . p(t, i)Vl — A2

dt; lim

W20 T~ (Ava) (F8)

— 00

t 0 to=t1
— 62/ dtl |:lu(t1,t2)16—0:|
—0o0 ra to——o00

2t
—i—e / dt1 lim

2 At—0 At\/l 7
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e? [* 1 e? !
+ = dty lim ——— + — dt
2 / 2At_’0 At\/l—vz 2\/ t2
) 1(q-v1) 1(q-v2)
dt dty | — - -
v [ [ [ S
i lim ”1 vi
t) = 1
Po(t) 6/0014_1/1_‘,2[ AHOAL‘ ©2kD
v (viV1) o
N Lo F.9
VIV +/1-V)) 2] (F.9)
e? [ (vf +v4) VI — A2

- — dt; li
2 ) o e e TR - (Avy)]

to=t1

2t
-5/ dt{(%wé)fé“—ﬂ
2 to——00
62 !
+—/ dt; lim / dto li
A75—>0A1€\/1—v1 —o 2At_’0At\/1—V2

+ —
/ \/20'tt2

t ‘ |
. 1-ve)  1ui(g-vy)  1oi(g-ve)
L / dtl/ dty [— 20772 +§ (20)372 +§ (20)3/2

Divergent terms annul their counterparts aroused in egs.(E.17) and
(E.18). After that only one term remains:

t1=t

e? /t vl e [t vl
— dty———— = — dts —=— (F.lO)
2 ) \/20(t,t2) 2 J_w V2X |4, =,
62 t ,u ta=ty
+ — dt1
V t2—> fe%e]

It is the singular part of energy-momentum carried by elec-
tromagnetic field. (It is worth noting that inverse square root
[25(t, t1, t2)],, . _oo]'/? vanishes even if t; — —o0, see egs.(B.11).)

Final expressions are presented in Section 4 (see eqs.(4.3.6) and
(4.3.7)).

Appendix G. Angular momentum in (2+1)-electrodynamics

We now turn to the calculation of the angular momentum tensor

MY (t) = / doo (y"T% — y*T") (G.1)
¢
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carried by the electromagnetic field due to a point-like charge. We apply
the convenient coordinate system introduced in Section 4 and detailed
in Appendix B.

We present the integrand of eq.(G.l) in the following form

By v
mby = mly +mby —miy —msl (G.2)
where

mly = (a4 + KY) o [f NN Vit FRCEY

It is straightforward to substitute the fields (4.1.7) into this expression
to calculate the first term of the integrand (G.2). The others can be
obtained by interchanging of the pair of indices 1,2 and p, v

Having integrated expression Jm}5 over ¢ we obtain

1 A 2
MEY = _1{7;;" <3A1> A ) — oy ey TN Df}

2 oty ~ 2, t10t
1,4
- ST () (G4)
Z{L Ay 8)\1 20/ v 6/\1 0 82)\1 0
+ 7[{7& (8—t2) +T (1)2)\1) 1)2 8t26 Qatlatzp
_ ﬁlhj—J( l/)
2
Ov

- ”T {I {Tl“ (\) + 2470 (A)} _r [T{‘" (No) + 2477 ()\0)] }

where functions A and A\ are given by eqgs.(4.2.7).
Usage of the equalities (4.2.15) derived in Appendix C allow us to
rewrite the integrand (G.4) as the following sum:

1 . O\ 0 L0\
wo _ v "
s = L () v - 2 (w2201) (o

1O 0 ( .0\
+ I ( afz)_a_fz< 3f2D2>
4 ) - o < Yot ) - (vaswo)}
1, ced (v T (Ao v 9 Ky vy
-5l {Hl (v8) + 117 (f'vk) — 7% (vi'vyD )}
o - .
— T{I [Hl (A) + 117 (24 N) —

- r [ﬂg“’ (No) + 117 (28 xo) — a% (u{‘AODJ)] } .
2
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Operators II* are combinations of partial derivatives (4.2.12).

Further we perform the integration over the time variables and (
according to the rule (4.3.3). It results functions of the end points only.
We deal with four types of integrals described in subsections 4.1°-4.4°.
All of them possess specific small parameter. Near the observation time
t the small parameter is [ as well as when to — —o0. If 5 tends to ¢; (or
vice versa), their difference t; — t2 tends to zero. These circumstances
simplify the computation of integrals of types 4.1°-4.3° which is virtually
identical to that presented in Appendix D and Appendix E, and we shall
not bother the detail. We obtain the bound terms only which should be
absorbed within the renormalization procedure. Radiative terms arise
from the integration near the point § = By where radial variable R = 0
(see subsection 4.4°).

So, having computed the radiative angular momentum we are not
going beyond the limit R — 0. The terms involved in the final expression
(G.5) get simplified sufficiently:

i aoBoq’q’
Dy = — 00 (G.6)
1'2
;0D agbod'd o | vid q'v)
cH _ 12 _ _ “ot0 +01 _050 2
2o R o (r3)?
vk’ 3
MICIERY]
.. 0DY aoBRq'q’ 3q ¢/
B’L] _ 12 — _ 0 V2 60 2 +05060 1
2 ot (r?)3 o (r7)?
’U q J
- 6 1 60 )
0 (r9)2 r0
i Bog'Jo i a0q'Jo
DY = -=53 Dy = =53 (G.7)
1'2 1'2
i 8Di‘] ;i Jo i Jo Ozﬂqi
CzJ _ 1 — +Oé i |:_ <_>:|
SR T B C I 7 AN TV P
B~ G = st [ (Fe )],
! oty B \ Il
Cu_aDé‘]: i [ﬂ(OCQ)]
2 ot, 9B \Irall /] 4,
, 8@“ Jo , 0 [afq’
o= B iy [ (4]
e re A AN I
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They are supplemented with the expressions (C.23), (C.37), and (C.33)
taken in the point where radial variable R = 0.

Firstly we put 4 = 0 and v = ¢ into eq.(G.5). The other terms
which constitute the mixed space-time components MY are obtained
by interchanging of indices. A direct consequence of the reciprocity is
the following combination of partial derivatives in ¢; and to:

3 P\ oA ‘ ‘
MO = %1 [Hﬁ ( mf) + 115 ( 81521) F IO [t (v 4+ vido)] (G.8)

9 i OM o 9 i 02 o
t (w" Dty - ) Ity (t UGy, P )}

e’ 177 i i
— §IH [t (U1+U2)]
2 A . A . A . . .
— %I [Hﬁ (A) + 105 (A) + 1I° [(2 + 25)A] — 8% (vsADY)

- ai (o ZADO)}

+ —I’ [H;J(l) + I (1) + 117 (2] + 24) — — (v4D7)

2 oty

9 i
- (@D )}

e i Fri 0 9 im0
- 79! I (A) 4 TI5(A) + 117 [ (2 + 23)] — e (v5AD?)

9 im0
- 2 (A )]

) )
-r {H;J(AO)JFH;J(AO)JFH [Xo (21 + 28)] Bt (vixoD”)
Al
where o2 0 5
_ 10 o 099
A=k kzat 8t2+k18t +k28t2+0 (G.9)

Now we turn to the integration over times ¢; and ¢5. It is sufficient to
examine the integrals near the point R = 0. The computation is virtually
identical to that presented in Appendix F. After a tedious calculation
we obtain the following cumbersome expression:

et ag [Ty [ O\ )
MY = 5/ dtltr—g {ﬁ (8721a0q1 — 260(1 + vl A +v2)\1)
—o00 2
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to=t1

- L) |

to——00
. . ta=t1
— / dty [— <_0 —Io,u> (02} —i—ﬁozé)} (G.10)
to——00
+e_/ K kY — qi_zik?—(q\@))( 11 )
2 I NoRRNGT

.
_l’_
t1=to

e? vikY + ¢ kS + (qvy) 1 1
L e din | (4, 212 _ ik i
2 /m ' [< R bR V2s V2o

2kJvi } f2=t
V20
to=t1

e? /t tivh — 2 b=t ez [t tovi — 23
2 V 22 t1=to 2 — 00 Vv 22 to——00
%0 tlzg — tgz{ 0 ’U%
— dt dt t1—
* / 1/ ° [ o190ty (20)3/2 * Yoty \Vao

i (7)o () 4 (7).

& 3t1 20 2oty 20 0ty 25/

The single integrals belong to the boundary part of angular momentum
carried by the electromagnetic field. We couple them with integrals over

0 taken at the end points t; = ¢3 and t2 — —oo. (Such integrals are
described in subsections 4.1°-4.4°.) The result is as follows:

to——00

(G.11)

:_t/ m‘%' / m

The double integral in eq.(G.10) describes the radiative part; it can be
rewritten as follows:

0 _ € —v5q" +vkg® . —v3q’ +q°
Mg = / dtl/ dto [tlvla (20772 2’101.,047(20)3/2
—vfg’ +oig® . —vfg’ +g
+ t2U2,aW — 22U2,QW:| (G.12)

Taking ¢ — t; limit reveals the proper short-distance behaviour.
Now we calculate the space component MZ/ . Putting 4 = 4 and
v = j into eq.(G.5) we obtain M7,. Having interchanged upper and

ICMP-07-06E o7

lower indices we find out all the terms which constitute the expression
M obtained from eq.(G.2) via integration over ¢. Further we integrate
them over times ¢ and to. After tedious calculations we finally obtain:

Mg = —/ dt { [E (a—hao(zlqj - 2q") - a—tlﬁo(zij - 24")
+ (02t 4 Bozd) (VI Ag + vIN1) — (anz] + Bozd)(vidg + ngl))

to=t1

= 14 (@02t + Bo)o] + o) (aosf + Bosh)vh + )|

to——00

62 t 1 L . L. .
+ —/ dto [F (z}z% — 2] 25 + k9 (25vh — z%v%))
2
1

2
() (612

2 t
+ S [ dn | (~stsd o+ sl GH - o)
1

X
7N N
‘H

+

to=t1
Ne> \/20>L_>_OO

, ty=t , to=t
+e2 /t & dvd — Zvi | +e2 /t i@t gl — v ]

2 ) T Vax 2 ) o | Vem
tlztg t2—>—OO

n i t dtl/tl dts 820 zlz%—z{z2+21 0 vg

2 atl 6t2 (20)3/2 atl v 20

-0 vy .0 v -0 vl
- 2= 2 ) - 2 S S 25— 1 .
ot1 \\V20 Ota \ V20 Ota \ V20
All the single integrals should be added to the integrals over 3 evaluated

at limit points ¢; = t5 and t3 — —o0; the sum is the singular part of
angular momentum of the electromagnetic field:

Mij—e—in(t) a2l / (G.14)
52 «/201%3 2 \/2Ut .

The integrand of radiative part is symmetric in indices (12) and anti-
symmetric in indices (ij):

—02qd + vl
/ dty / dto lzlvm 2’(;]0)3/22(1 (G.15)
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—0fg +vlg® —ufq +vig”

i =g+ vhg” _ iy
(20)3/2 2720 (20)3/2

— Z1V1,a (20)372 + Zé’(}g_’a
The resulting expressions (G.12) and (G.15) can be rewritten in a man-
ifestly covariant fashion.
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